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Abstract

Maintenance [aveniory Centers {MICs) are forward stockage points for
Depot Maintenance tMA1 activities. AFLC has directed that the amount of
material stocked 1n MICs be reduced. The in-transit defivery tume for
replenishment issues to MICs from Depot Supply has significant impact on
material support concurrent with minimizing inventory levels. This studv
examined MIC stock replenishment in-transit time. In-transit times
experienced during a six-month period in six MICs at Hill AFB. Utah (Cgden
ALC)I were analvzed to establish performance parameters for ssmujation
analyses. Also, quality control tools to reduce the in-transit time and
associated variability were also investigated.

Empirical in-transit time performance statistics implied the AFLC [ .5
working day deliverv time standard for MIC replenishiment 1ssues was not
being achieved for al' MICs® Fitting empirical data to theoretical probability
distributions for use in subsequent simulation experiments supported
previous research that lead time data is occasionally so variable that it mav
not {it familiar theoretical probability distributinns.

Simulation experiments indicated that the 95% line item fill rate
objective outlined in certain MA data automation reports is achievable onlv
for items <harac.erized by high frequency of demand. The mean, variance,
and probability distribution of in-transit delivery time, coupled with the

current 15/7 day (stock level/reorder point) inventory policy were the main

factors influencirg inventory performance. Reducing the mean in-transii




time improved material availability in a MIC characterized by beta-
distributed in-transit delivery times.

The labor-intensive data collection required to measure the delivery
process with currently available data sources is an obstacle to timely,
reliable, and proactive control over the delivery process. Planned automated
data systems such as the Stock Control and Distribution System must
incorporate reliable and timely measurement of a MIC replenishment order’s

progress through the order cycle.
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AN ANALYSIS OF IN-TRANSIT LEAD TIME FOR ASSET DELIVERY AT OGDEN
AIR LOGISTICS CENTER

[. [ntroduction

General Issue

[n order to assure adequate material support to Air Force Depot
Maintenance efforts, Maintenance Inventory Centers (MICs) have been
established in most major work centers at the five Air Logistics Centers
(ALCs) and two specialized repair facilities in the Air Force Logistics
Command (AFLC). The MIC is a forward stockage point owned and operated
by Depot Maintenance activities that provides interim storage of material for
subsequent issue to support the production effort. The number of MICs at
each ALC, as well as their location, are determined by the local Directorate of
Maintenance (MA) (22:112). AFLC has recently attempted to reduce the
amount of material held in the MICs. General Alfred G. Hansen, Commander
of AFLC, stated that one of the reasons the command had a "banner year” in
Fiscal Year (FY) 1988 was that the MICs were now addressing problems with
excess stockage of material (13:10). An example of initiatives in this area
can be seen from the experience at Oklahoma City ALC (OC-ALC) at Tinker
AFB, OK, as outlined in AFLC Pamphlet 66-65, Depot Maintenance Annual
Report FY 88: |

An excess pseudo Maintenance Inventory Center (MIC)
has been established within the Directorate of Maintenance for
the controlled credit return of non-credit expense material to




the Directorate of Distribution. Material, declared excess as a
result of no usage in the past seven months and no [anticipated]
future requirements for the next three quarters, is transferred
to the Excess MIC. The Command directed a reduction of the
MIC stock level from thirty days to fifteen days. By turning the
material over tc the Excess MIC, MA could effectively draw
down the MIC stock levels and monitor both types of excesses
for credit turn-ins (Year-to-Date savings of $185,000). At the
same time, some of this excess material has been reissued from
the Excess MIC to other MA MICs who have a valid
requirement. This last action has actually saved MA what
would have been a non-credit turn-in and the cost of the
material request {Year-to-Date savings of $240,000) in Material
Requests. Based on the months the excess MIC has existed the
total FY 88 material savings was $424,000. (5:64-65)

However, the in-transit delivery time of the actual ordering,
movement, and receipt of material in the MICs from the Depot Supply
function may have significant impact on efforts to assure high levels of
material support, while at the same time minimizing inventory levels. Since
nearly 48% of the Depot Maintenance Service, Air Force Industrial Fund
(DMS, AFIF) budget allocated by the federal government to AFLC in FY 1988
was spent towards material support, cutting expenditures in this areais a
lucrative target. On the other hand, lack of material is a major cause of work
stoppage in Depot Maintenance activities, and failing to have adequate
amounts of stock on hand when needed can cause wasted expenditures in

idle man-hours and impede productivity (20).

Review of Existing Policy for MIC Stockage and Delivery

MIC Stockage Policy. McBride explained three “routes” in which Depot
Maintenance (MA) receives material support in his AFIT thesis Depot




1. The first route is where the MIC issues material from on-hand
inventories to MA production activities. The MIC is then in turn replenished
from Depot Supply (DS) stocks as required. In this first route, the item is
stocked both in the MIC and at DS. [tems replenished through this route will
be the primary focus of this study (22:10).

2. The second route is where material support is provided solely by
DS, and the item is not stocked in the MIC. An item may not be stocked in
the MIC because it is too large to store, or it requires special security or
environmental controls, or demand for the item is so infrequent that
stockage in the MIC is not justified (22:10).

3. The third route that MA receives material support for production
line requirements is where the item is solely stocked in the MIC, with no
additional stocks held in DS. This generally occurs in the case of locally
manufactured or locally purchased parts used exclusively by activities
supported by the MIC (22:10).

For items stocked in the MICs, a recommended stockage objective is
computed every seven days by the Exchangeables Production System (EPS),
also known as the G402A Data System. AFLC Manual 66-411, Volume Three,
The Exchangeables Production System (G402A) Users Manual, (Material
Support), describes the system as:

The Exchangeables Production System (EPS) was designed
to furnish Depot Maintenance with an on-line, real-time system.
This system is designed to allow Production Suppor:. (PSF)
personnel, Indirect Material Function (IMF) personnel, and
Maintenance Inventory Center (MIC) personnel the ability to
order and issue needed material and also allow them the ability
to track and file maintain their own transactions.




This system provides them with the capability to update
data by processing material requirements, issues, turn-ins and
correcting transactions; then s retrieve this information
through means of a CRT terminal and remote printers. The
system provides visibility of MIC requirements for
direct/indirect material issues/turn-ins. (7:5)

Two of the primary questions to answer when formulating inventory
stockage policy are: |) How much to order?, and 2) When to order (27)?
These two questions can be answered by determining the appropriate
stockage level (or "how much to order”), and reorder point (or "when to
order”) for each item to be stocked. AFLCR 66-53, Maintenance Material
Control, defines stockage level as the computed requirement for stockage of
an item based on some predetermined formula or management judgement
that may take into account past and possibly future planned usage of a given
item (8:9). The reorder point is defined as the stock position, or amount of
on-hand stock, at which replenishment is required to assure continued
availability of a given item (8:8).

At the time of McBride's study, HQ AFLC guidance to their Depot

Maintenance activities for MIC stockage objectives and reorder points was:

MIC material will be stored in quantities sufficient to
meet production requirements, but not to the extent that
excesses will generate. To assist in maintaining a balanced
stockage position, each item has a system computed stockage
level or a manually established minimum special level and a
system computed retention level.

Each week, the G402A computes a MIC stock level for a
MIC stockage for all NSNs [National Stock Numbers] on the MIC
detail. A 30-day stockage for expense material ERRC {XB3 or
XF3) and a 15-day level for investment material ERRC [XD2]
coded assets. MIC personnel will initiate the MIC replenishment
transaction at the 50 percent level of stockage objective, or




earlicr if experience indicates additional order and ship time is
required. (22:11)

ERRC is an acronym that refers to the "Expendability, Recoverability,
Reparability, Cost” code, which indicates the level of repair of Air Force
Items (22:110;10:3-114). The basic distinction between ERRC XB3, XF3 and
XD2 items lies in the relative level of repair capability established for these
items. Recoverable material (XD2) is considered more economical to repair
than to replace when it fails. Extensive depot-level repair capabilities exist
for almost all XD2 items. A much more limiied repair capability is
established for XB3 and XF3 (also known as consumable) items, on the other
hand. These items are actually condemned and disposed of at base-level
because it is more economica! to obtain another item rather than repair the
broken asset (10:3-114).

In general, only about 30 days worth of expense material, and 15 days
worth of investment material should be stocked in the MICs according to the
policy outlined above. According to AFM 67-1, Volume II, Part Two,
whether an asset is an expense or investment item is dependent upon the
item's monetary value and, usually, the source of funding. An investment '
item is normally more expensive relative to an expense item. Also, when
supply issues an investment item, some form of accountability for the asset
must be maintained. In contrast, either greatly reduced or no accountability
is required for expense items once they are issued to users (10:3-114).
Furthermore, expense material is financed and managed under the Air Force
stock fund. Expense items are charged as an expense to the Depot
Maintenance Service, Air Force Industrial Fund when issued from DS to MA

organizations (8:6). Investment items, on the other hand, are normally




recoverable assemblies, modification kits, or other material that are charged
to the System Support Division of the Air Force stock fund (483,6).

The EPS computes MIC stockage levels based on an average Daily
Demand Rate (DDR) multiplied by a specified number of days stockage, either
30 0r 15(22:12). The DDR represents a theoretical average usage of a given
part per day. The DDR is derived by dividing the stock level factor (or
accumulated de'nands in units) by the number of accumulated days of
demand experience (or Days Experience, DE) (22:14). Additionally, there are
some items stocked in the MIC that have stockage objectives and reorder
points computed based both on the DDR logic described above, and on
projected demands for higher level end-items. These items, known as
planned material, were not evaluated in McBride's effort, and the same
restriction holds for this effort as well (22:12).

AFLC Manual 66-411, Volume Three outlines additional logic for

stockage computations:

The recommended stockage is computed in the system
every seven days to determine the new 30 day requirement.
There are several ways the system computes the recommended
stockage which are explained [below]:

(1) If the NSN is not planned and has 6 months or more
of issue history, the system will compute the stockage using the
simple average of the last six months for the 30 day
recommended stockage.

(2) If the NSN is not planned and has less than 6 months
of issue history, the system will compute the stockage using the
simple average of the months available for the 30 day
recommended stockage

(3) If the NSN is planned the system will use the issue
history simple average times 0.5 plus the 30 day requirement




for the end-item computation, times 0.5, using this for the 30
day requirement. (7:32)

However, in June 1988, HQ AFLC directed a change to the 30/15 day
stockage computation practice. Due to reductions in the Depot Maintenance
Service, Air Force Industrial Fund (DMS, AFIF), the primary source of federal
funding for AFLC functions, each ALC Director of Maintenance was instructed
to reduce on-hand inventories and funding obligations on backordered items.
To do this, each ALC was directed to draw down the MICs to 15 day stockage
levels for all items, regardless of whether the item was consumable or
recoverable, expense or investment (ERRC items XB3, XF3, or XD2). Also, MIC
stock replenishment would not take place until the current leve] was less
than 15 days worth of stock, and replenishment orders would not exceed 8
work day quantities. In other words, only 8 days worth of stock should be
ordered for each replenishment (16). This guidance has been included in a
recent revision to AFLCR 66-53, and reduces the authorized MIC stockage
level of both expense and investment material to 15 days worth of stock
(8:49). Also, MIC personnel are directed to ‘replenish the stock when it's
half gone or earlier, if experierice indicates additional order and ship time is
required” (8:49).

This guidance has been interpreted in many different ways by the
ALCs. One interpretation is that this guidance establishes a "7 days worth of
stock” reorder point. Since a MIC replenishment order can be up to 8 days
worth of stock, MIC personnel should conceivably only place a replenishment
order at the "7 days worth of stock” level. However, MIC personnel can
order material at any inventory level below 15 days worth of stock, as long
as their total on-hand level does not exceed the 15-day level. For the

purposes of this study and simulation experiments presented in Chapter II1




and IV, a 7 day reorder point, 15 day maximum stockage level policy was
used. This policy will be referred to as the "15/7" inventory policy.

MIC Replenishment/In-Transit Delivery Time Policy. As noted earlier,
the in-transit delivery time is the time it takes for MIC in-transit items to be
gathered from the DS storage area, transported to the appropriate MA area,
accepted through DS/MA receipt certification process, and finally added to
the MIC inventory balance. McBride describes the process, after a
replenishment issue request has been transmitted from the MA G402A
system to the DS D033 (Stock Control and Distribution - Central Material

Locator) data system, as:

The D033 system transmits a notification to G402A when
it sends a request to the appropriate warehouse for the picking
and shipment of a part to MA. At the same time, an entry is
added to the D033 suspense file for the in-transit item. When
the MIC receives the part, it sends a notification back to D033
that clears the in-transit suspense. The G402 A captures an
image in its database of boih the stock release notification from

D033 and the response back from the MA MIC to clear the
suspense. (22:39)

At the time of McBride's study, Depot Supply policy was that delivery
from DS to MA for routine MIC replenishments should be accomplished as
soon as possible, but not later than 12 to 24 working hours. At eight
working hours per day, 24 working hours could equate to three full work
days, or five full days if the delivery occurred in conjunction with a weekend
(22:39). On 9 January 1989, this standard was reduced by the Headquarters
AFLC Directorate of Distribution to a more stringent "not later than 12
working hours,” or one and one-half work days in the USAF Supply Manual,
AFM 67-1, Volume 111, Part Two (11:21-10).




McBride collected a 30-day sample of in-transit lead times for a single
MIC at Ogden ALC (00-ALC) at Hill AFB, Utah. He determined that the in-
transit time was distributed as a lognormal distribution with a mean of 5.46
days, and a standard deviation of 3.68 days using the Kolmogorov-Smirnov
Goodness-of -Fit statistical test (22:55). He therefore concluded that the
observed in-transit time exceeded the "12-24 working hour” standard
directed in AFM 67-1, and that the length and variability of this time could
have “significant impact on any attempt to assure high support while

minimizing inventory levels in MA" (22:72).

Statement of Problem

This study examines the in-transit delivery time for replenishment of
material in Depot Maintenance MICs from Depot Supply. A recent study
found that a sample of in-transit delivery times for replenishment to
Maintenance MICs from Supply were longer than the maximum allowable
time frames established by policy (22:72). This effort investigates the
actual in-transit delivery times experienced at Hill AFB, Utap (Ogden ALC),
and the factors that affect this time. Also, this study evaluates the impacts

of reducing the in-transit delivery time and its associated variability.

Research Questions

The following questions are proposed to investigate the problems
stated above:

1. What are the current standards for in-transit delivery times of
material to MICs from Depot Supply?

2. How have the current standards for the maximum allowable

delivery times been established?




3. What actions are taken to determine if these standards are being
met, and whether they are adequate, realistic, and accurately measured?

4. Can continuous process improvement opportunities to reduce the
mean and variance of in-transit delivery time be identified by using
Variance Reduction, Total Quality Control, and Statistical Process Control
methods and techniques?

5. Can recent AFLC emphasis on involvement of all workers at all
levels in the continuous improvement of all processes be applied to reduce
the in-transit delivery times involved in the MIC replenishment process?

6. Using simulation of the Depot Maintenance environment, what are
the impacts of varying in-transit delivery times upon material availability in
the MICs?

Scope of Study

The general approach for analyzing actual in-transit delivery time
involved collecting data that spans a six month period from | December
1988 to 31 May 1989. The population for this stpdy includes six MICs that
represent a broad cross section of end-item workloads at Ogden Air Logistics
Center, Hill AFB, Utah. Additionally, this study adapts similar limitations in
scope to McBride's effort. The main reason for many of these similarities is
so that McBride's simulation methodology remains applicable to the current
research questions.

There are, however, some notable expansions in scope that were
pursued for this study. One expansion involves the types of items included
in the research population of interest. McBride included in his effort lead

time data on consumable assets (ERRC XB3 and XF3) issued by or through the

10




MIC in direct support to Depot Maintenance production activities and
directly charged to an end-item. These items are considered direct material.
Direct material normally becomes a part of the end-item which is undergoing
maintenance. Direct material may be consumed in the maintenance
production process, such as plating or painting, and is peculiar to the end-
item being produced (8:5). McBride excluded indirect material from his
analysis. Indirect material are those items that are costed as general
overhead because they cannot be linked to a specific end-item or system
(8:6). While the 15 day level stockage policy does not apply to indirect
material, these items are assigned the same issue and delivery priorities as
direct material. Therefore, the in-transit delivery time should not be
significantly different for these two types of items. Also, the data collection
method does not allow for stratification and separation of direct and indirect
material in-transit data. For these reasons, this study includes both direct
and indirect material in its population.

Additionally, this study includes both consumable and reparable items
in its research population. McBride excluded ERRC XD2 and XF3 items that
are reparable rather than consumable items from his study. At the time of
his research effort, MIC stockage policies and formulas used to compute
authorized inventory levels for reparable items differed considerably from
policies and formulas used with consumable items. As noted earlier, a
standard |5 day maximum stockage level now exists for any direct material
item stocked in the MIC regardless of whether it is consumable or reparable.
Thus, this study includes both consumable and reparable items in its

population.
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Finally, XB3 items maintained on bench stocks are excluded from this
study since these assets are managed with different stockage policies. As
noted by McBride, requests for bench stock items are perhaps more
influenced by the frequency of bench stock reviews rather than actual
usage experience. Also, production workers may adopt such practices as
storing small quantities of parts in workbenches or tool chests. McBride
asserts that these "two considerations would tend to distort and mask atual
demand distribution for these parts (22:8)." Hence, analysis of the lead time
involved in replenishing bench stock requests is outside the scope of this

effort.

: o  Thes)

Chapter | introduced this study by presenting the general issues,
reviewing existing policy for MIC stockage and delivery times, stating the
research problem, listing the research questions. and discussing the scope of
this research effort.

Chapter Il reviews literature and background information relevant to
this study. Perspectives from civilian industry on the concepts of lead time
and order cycle time are outlined. Both analytical and simulaticn models
developed to study the effects of lead time uncertainty in inventory stockage
policy are examined as well. Then. some ideas presented in a US. General
Accounting Office (GAO) report on private sector inventory management
practices are reviewed. Finally. some background discussion is presented on
quality control programs and techniques that may be applicable for reducing

in-transit delivery time.
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Chapter [I1 discusses the methodology used to address the research
problem. and the procedures used to collect and analyze the data on in-
transit delivery time. Also, an outline of the simulation analysis
experimental design 1s included.

Chapter IV presents and analyzes tue results from data evaluation and
in-transit delivery time simulation studies. Chapter V summarizes this
study, and provides final conclusions and recommendations. Finally, extracts
and examples of listings and programs used in data collecticn, simulation and

analysis are included as appendixes to this study.
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Qverview

This chapter provides a review of the literature relevant to delivery
t:me standards, and some background discussion on applicable Quality
Control programs and techniques. First, definitions of lead time, and order
cycie time are explained. Both of these terms, when referred to in the
civilian context, relate to the in-transit delivery time for replenishment
orders to the MIC. An illustration is presented that wil{ show the possible
impact that order cycle time may have on the amount of inventory that is
held by an organization. Then, some analytical and simulation models that
address uncertainty in lead time, and its effects on inventory stockage policy
are examined. The advantages and disadvantages of analytical and
simulation models are first discussed, followed by some of the significant
research findings from these approaches. Next, some ideas presented by the
GAO concerning private sector inventory management practices are
discussed. The GAO provides a review of some of the general techniques and
philosophies being used by civilian industry in the 1980's, including the just-
in-time concept. Some background is then provided on recent emphasis
given quality within the Air Force by exploring briefly the PACER IMPACT,
AFLC QP4, and USAF R&M 2000 Variability Reduction Programs. Finally, a
brief description of different quality control analysis tools that can be used
to cause continuous process improvement by reducing in-transit delivery

time concludes Chapter II.
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Review of Private Sector Literature

Lead Time. Tersine, in his book Principles of Inventory and Materials
Management defines replenishment lead times as "the length of time

between the decision to replenish an item and its actual addition to stock
and can be constant or variable” (32:12). He further explains that
probability distributions are used to describe variable lead time, just as they
are in describing variable demand. Tersine breaks down lead time into the

components displayed in Figure 1.

Order Order Manufacturing Transit Uncrating,
Preparation Transit & Inspection, &
Assembly Transportation
''''' Tl oo T2 ool T3 oo T4 oo feeeeeeen TS o
Order Order Order Goods Goods Goods
-(enesis Sent Received Shipped Received Available

Figure [. Major Components of Lead Time (32:12)

Tersine also notes that lead time can be expressed in simple

mathematical terms as:
L=T1+T2+T3+T4+T5 =Total Lead Time (1

where

T1 = in-house order preparation time,

T2 = order transmittal time to supplier,

T3 = manufacture and assembly time,

T4 = goods transit time from supplier,

TS = in-house goods preparation time (32:12-131.
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The variables T2, T3, and T4 are influenced by factors outside the
ordering organization, making them largely uncontrollable. However,
according to Tersine, the variables Tl and TS correspond to internal
activities controllable by the ordering organization (32:12-13).

Variations in demand and lead time are two of the most prevalent
areas where uncertainty enters into holding inventory. A common practice

is to hold "Safety Stock,” defined as:

... extra inventory kept on hand as a cushion against stockouts
due to random perturbations of nature or the environment.
They are needed to cover the demand during the replenishment
lead time in case actual demand exceeds expected demand, or
the lead time exceeds the expected lead time. (32:184-185)

Holding safety stocks decreases the risk of stockouts, but increases
holding costs (32:184-185). Basically, safety stock is heid to protect against
situations where the firm e<periences a higher rate of demand than was
forecasted or expected, or where the firm experiences a late delivery of
goods. As the amount of safety stock held increases, the probability of a
stockout decreases. An optimal safety stock level can be determined where
the sum of safety stock holding costs plus the expected stockout cost is
minimized (32:186). Recall from the earlier discussion in Chapier [ on MIC
stockage policies that there was no mention of safeiy stock being held in the
MIC. MIC stockage policy itself does not contain a safety stock component in
its computations. However, DS stockage policies incorporate a safety stock
component into computing their stock levels, which compensates for demand
and lead time uncertainty. Since DS stocks are held in part to provide
replenishment for MIC requirements, safety stock held by DS provides

indirect protection against stockouts in the MICs.
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Tersine notes that reducing or shortening lead time can improve
customer service, and reduce inventory costs. Lead time can best be
reduced by shortening or eliminating those periods of time where orders are
inactive. He asserts thai reducing lead time "can provide an enormous
competitive edge through lower costs and faster responses” (32:400). In
relating this concept to material held in the MICs, consider the following: If
material is not available in the MICs to support depot maintenance, a work
stoppage may occur. The time spent waiting for receipt of material not on
hand in the MIC represents an “inactive” time fur aircraft and components
undergoing repair. Having materiz{ on hand in the MIC when needed would
enable MA to eliminate the additional [ead time caused by material
shortages.

While the costs associated with work stoppages in Depot Maintenance
due to material shortages are difficult to quantify, it is hard to deny that
these costs do accrue and are significant. In the case of an aircraft
undergoing depot maintenance, a material shortage may only cause a minor
rescheduling action or a mechanic work-around. The worst case scenario,
however, is where a material shortage could delay returning an aircraft to an
operational unit. In the case of spare components undergoing depot repair, a
material shortage may only delay the spare from going “"back on the shelf”
for subsequent issue. More critically, hewever, a material shortage may
delay the repair of a component required to fill an urgent requirement at an
operational unit. In all the above scenarios, mission readiness suffers.

Order Cycle Time. Stock and Lambert, in Strategic Logistics
Management, provide additional interesting perspectives on delivery time

issues from private industry. They examine the concept of "order cycle
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time" and the various time components that sum up to be the total lead time
involved with getting products to the customer, or end-users. They use the
term “customer order cycle” to represent replenishment lead time, and break
this time down into components similar to Tersine's approach outlined
above. Their customer order cycle includes all time that has elapsed from
e customer placing the order untii the product is received aud placed inte
the customer's inventory. They list the following components of a typical
order cycle: 1) order preparation and transmittal; 2) order receipt and
order entry; 3) order processing, 4) warehouse picking and packing; 5)
order transportation; and 6) customer delivery and unloading (31:499).
Stock and Lambert assert that many firms take a too limited view of the
order cycle time, considering only the "controllable" segments of the cycle
that are internal to the organization. For instance, many firms only evaluate
the elapsed time from receipt of the customer order until the order is
shipped to the customer. According to Stock and Lambert, this limited
viewpoint may cause a firm to miss opportunities to reduce the total order
cycle time (31:500). A holistic, broad-based viewpoint may yield
opportunities to provide better customer service, thus incurring a
competitive advantage.

[he Impact of Order Cycle Time. Stock and Lambert cite a
study sponsored by the National Council of Physical Distribution
Management that asserts the largest portion of the total order cycle time for
manufacturers occurs between the time the order has been shipped until the
time it is received. The average total order cycle time for all manufacturers
studied was 10.3 days. Within this average total order cycle time, 4.1 days

represented the average shipping time to the customer (31:500). Another
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concern addressed by these authors was the issue of order cycle time
variability or consistency. They offer an example (Figure 2) that illustrates
the variability that might occur in each component of the total order cycle
time. They base their example on the normal probability distribution, but
other theoretical distributions may actually be more appropriate. In their
illystration, the actual order cycle ranges from 5 to 25 davs. Stock and
Lambert assert that variability is expensive to the end user or customer
because he will carry safety stock to cover for possible delays in delivery.
The alternatives are stockouts and/or work stoppage situations. Stock and
Lambert offer the following scenario to explain why order cycle consistency

(reduced variability) is more preferable to the customer than fast delivery:

If the average order cycle time is 15 days but can be as
long as 25 days, the customer must maintain additional
inventory equivalent to 10 days’ sales just to cover variability
in lead time. If daily sales equal 20 units and the company'’s
economic order quantity is 200 units--a 10-day supply--the
average cycle stock is 100 units--one half the order quantity .
The additional inventory required to cover the order cycle
variability of 10 days is 200 units. Excluding demand
uncertainty, average inventory will increase from 100 units t5
300 units due to the variability in the order cycle.

-Which has the greatest impact on the customer’s
inventory--a five-day reduction in the order cycle, or a five-
day reduction in order cycle variability? If the customer
continued to order the economic order quantity of 200 units, a
five-day reduction in the order cycle would result in little or no
change in inventories. The customer would simply wait five
days longer before placing an order. On the other hand, if the
customer ordered 100 units every time instead of 200, the
average cycle stock would be 50 units rather than 100 units,
but safety stock of 200 units would be required to cover the 10
days of variability. The result would be a reduction in total
average inventory of 50 units, from 300 to 250 units. However,
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Figure 2. Total Order Cycle Time with Variability (Reprinted from 31:501)

a five-day reduction in order cycle variability would reduce

safety stocks by 100 units and result in an average inventory of
200 units. (31:501-502)

To relate this concept of reduced variability in order cycle time back
to MIC stockage policy, uncertainty in lead time is even more critical,

considering no safety stock is held in the MIC. A relatively certain order
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cycle time would ensure that "15 days worth” of stock would provide
adequate support to MIC material requirements for that period of time.
However, as noted earlier in Chapter I, McBride's study found that in-transit
delivery times may be far greater than the "12-hour” standard per AFM 67-
1, with a 3.68 day standard deviation, which may be viewed as highly
variable (22:55, 72). Reducing the lead time and its associated variability
would allow recently reduced mazximum stock levels to provide improved
levels of material support to depot maintenance organizations.

Comparison of Analytical Versus Simulation Models. There are two

broad categories of methods useful for analyzing the impact of lead time
modification: analytical models and simulation models. Analytical models
express a phenomenon of interest in mathematical terms and formulas. In
the case of analytical inventory models, the objective usually is to provide
the maximum level of support, with cost held to a minimum. Some
analytical models can determine the “optimal” level of stock that will provide
the maximum level of support and minimal cost. However, Alead time
unreliability is often not adequately considered in inventory theory because
incorporating lead time unreliability into analytical cost-minimization
models makes these models extremely cumbersome to work with. Vinson
has noted three reasons why lead time uncertainty is hard to consider
analytically. First, lead time may not be independent of the pattern of
demand (e. g., "a stackup of orders may occur at the factory, or a large order
may take longer to deliver than a small order”) (35:88). Second, variation in
lead time may not fit familiar probability distributions, or may shift around
i1 no discernable pattern. Third, successive lead times may not be

independent of each other. For example, this could happen if orders are
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receifved and processed in sequence and thus, if one order is delayed, others
will also be delayed. Vinson concluded that a way around the "theoretical
difficulty of incorporating lead time unreliability in inventory decision-
making is through the construction of inventory simulators “ (35:88).

Gross and Soriano have asserted that while a variety of analytical
models have been developed, their applicability to problems with stochastic
demand and lead time are "limited to some special cases” (12:B-61). Their
study focused on an (s, S) periodic review inventory policy where s is the
reorder point and S is the recommended stockage level. In their work
entitled "The Effect of Reducing Leadtime on Inventory Levels - Simulation

Analysis,” they stated:

For greater flexibility and reality, a simulation approach
was decided upon. As a by-product, generalization as to the
effect of various parameters influencing allowable inventory
reductions for decreases in mean leadtime for any s, S periodic
policy were available. An empirical scheme, based on the
simulation results, is also indicated which can be used to readily
yield approximations of the allowable reductions in safety
levels and accompanying on-hand inventory level, resulting
from changes in mean leadtime as well as in the variance of

demand and leadtime, for a given system performance. (12:B-
61 toB-62)

Nahmias went as far as to say that with the inclusion of set-up cost,
random lead times and/or partial backordering in models, analytically
determining the optimal inventory policy may not even be possible.
Nahmias also noted, however, that a simulation approach “provides a means

of determining the best policy from a given class when analytical solutions

are difficvit to obtain” (25:919).
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Bagchi and others, in their article "The Effect of Lead-Time Variability:
The Case of Independent Demand,” outlined a classification of research using
simulation techniques in modeling inventory systems which was first
developed by Banks and Malave. The authors listed six categories as noted

below:

1. Analytic solution impossible or analytic solution extremely
complex.

Comparison of models.

Verification of analytic solutions.

Variance reduction techniques.

Model validation and verification.

Optimization techniques. (1:169)

O A e N

Bagchi and others note, therefore, that the use of simulation in
inventory modeling has "touched every facet of inventory theory” (1:169).
They claim that given the ability to generate random demands and given
the initial conditions of the system, the modeler can easily simulate an -
inventory system. Once the simulation has been formulated, and has been
determined to be a valid representation of the inventory system, it is easy to
estimate the attributes of interest. Bagchi and others also assert that
“simulations offer insight that may not be readily gleaned from direct
mathematical analysis” (1:169).

Analytical Model. Kaplan, in his article " A Dynamic Inventory Model
with Stochastic Lead Times,” presented optimal policies for a dynamic
inventory problem when the time lag in delivery of an item is a discrete
random variable with known distributions. [t is a cost-minimization model
that computes optimal inventory levels subject to ordering, holding, and
shortage costs (19:491). One significant finding from Kaplan's use of the

model was that while holding other parameters constant, an increase in the

23




maximum possible delivery time lag, or lead time, increases the optimal
average inventory level (19:504).

Simulation Models. Gross and Soriano developed a simulation model
for a periodic review (s,S) inventory policy with both demands and lead time
being stochastic. The model was built to represent a military supply system,
where the lead time reduction might be achieved by using airlift rather than

sealift for resupply. The model operated as follows:

Once every period r, to be referred to as the review
period, the program calls for a review of the inventory position,
i.e., on-hand plus on-order inventory level. If the inventory
position is below a level s, an order for the amount which will
bring the inventory position back to a level S is placed. (12:B-
61 to B-62)

Demand per period was established as having either a Poisson or
normal distribution. Lead time was assumed to be either normal, uniform or
exponentially distributed, or deterministic (12:B-62). The pufposes of their
study were to examine the effect of reducing lead time on safety stock levels
required to maintain given customer service goals, and to study parameter
sensitivity. They found that:

1. Reducing lead time from 13 weeks (if sealift was used), to two
weeks (if airlift was used) results in a a reduction of about three weeks of
supply in safety stock, which in turn results in an "average on-shelf
inventory reduction” of about three weeks worth of stock.

2. The mean and variation of lead time appear to be the most
sensitive input parameters to the model. Less sensitivity was noted in the
case of variation in demand and in the distribution shape of demand (12: B-
74 to B-75).

24




Vinson designed a simulation model to evaluate different
combinations of stockout cost, demand variability, mean lead time, and lead
time variability on changes in optimum safety stock and total inventory cost
(35:87). More that 250 different hypothetical inventory items were
examined. Vinson found that the cost of ignoring lead time unreliability
could be extremely high, and that unreliability in lead time is "often a more
dominant factor than demand variability in minimizing inventory costs”
(35:94). If all other variables remained constant, Vinson found that given a
particular mean lead time, as the variability of the lead time increased, the
optimum safety stock required increased significantly. In some cases, the
increase in optimum safety stock was six-fold (35:94-95). Vinson also noted
that "lead time unreliability is the dominant source of stockout cost. Only
when lead time is highly reliable and/or when mean lead time is quite long
or variability of demand unusually severe does demand variability become
the dominant factor” (35:97).

Nahmias used a combined approach of developing an inventory
approximation model with simulation used as an evaluating tool. His
dynamic lead time lost sales model assumes that unsatisfied customer
demand will be either completely or partially lost rather than backordered.
Nahmias' model is a periodic review (s, S} policy that considers ordering and
set-up costs, and partial backorder situations. He developed analytical
models that provided approximately optimal inventory policies which
minimized cost. He then compared the analytic approximations of optimal
inventory policies to simulated results with maximum lead times ranging
from five to 20 periods, and with a variety of configurations of cost

structure, demand and lead time distributions (25:904-905). The resulting
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optimal simulated solutions were then compared in terms of expected costs
per period to solutions found by using approximation methods. One major
finding was that for larger lead time periods, the error in the approximation
policies relative to the simulated policies increased. Another interesting
finding was that deterministic lead times tended to have a higher amount of
error than other lead time distributions, with geometrically distributed lead
times resulting in the lowest error. Nahmias attributes this to the fact that
geometric distributions tend to put the greatest weight on smaller values of
lead time. Smaller vajues of lead time result in lower approximation error
(25:920).

Bagchi and others used a combined analytical and simulation approach
in their work, "The Effect of Lead-Time Variability: The Case of Independent
Demand,” to evaluate the impact on stockouts and stockout risk if the
variability of lead time is ignored. The authors also examined a case study
that was conducted for the Air Force by Jack Hayya in 1980. The purpose of
Hayya's study was to see whether lead time variability had any significant
impact on inventory support and planning in AFLC. At the time, AFLC
managed a consumable inventory of over $2 billion, with an annual
procurement of nearly $1 billion (1:160). The authors explained the AFLC

inventory policy as it then existed as:

AFLC used a continuous review (R,Q) model, in which R is
the reorder point and Q the order quantity. The determination
of safety levels and order quantities was primarily constrained
by appropriations. Subject to this constraint, R and Q were
calculated to minimize the number of backorders and shortages
of essentiality-weighted items. The solution was obtained bv
the method of Lagrangian multipliers, using the assumption that
the upper tail of the distribution of demand during lead time is
Laplace, that is, exponential. Experts agree that such problems
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can be easily solved, provided that the number of items is
relatively small. But such solution techniques become
computationally and economicaily infeasible for a larger
number of items, and AFLC had 500,000 of them. (1:160)

Accor ding to the authors, the major finding of Hayya's study was that
lead time variability did exist and should be considered in AFLC inventory
policy. If AFLC included lead time variability in their computations, more
investment in safety stock would be required if all else remained equal.
However, it wﬁs also found that shifting demand patierns combined with
lead time variability do impact DS stock levels dramatically. The authors
conclude that AFLC could have cut the number of backorders in half by
including lead time variability in their computations at the expense of larger
order quantities (1:162).

Another interesting finding of Bagchi and others in their examination
of Hayvya's study was that lead time data for 60 different items followed
many common distributions. The Kolm.ogorov-Smirnov Goodness-of -Fit test
was used with samples varying in size from 30 to 100 to fit procurement
lead time to the lognormal, gamma, normal and Weibull distributions. All of
these distributions fit the data very weil, with the gamma distribution being
the overall best fit. The authors assert that the gamma distribution has
“often been postulated as being a good characterization for the distribution
of lead time, and our results supported this assumption” (1:160). It should
be noted that the lead time data studied in the above efforts in many cases
were expressed in terms of weeks or months. When studying on-base in-
transit delivery times, the time units involved are in terms of days and
hours. For this reason, the above findings are most use;ul for comparative

purposes.
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The authors also provided a table of what they termed “the statec of

the art” in applying theoretical probability distributions to demand per unit

time, lead time, and demand during lead time which is shown in part in

Table 1. The distinction between "fast-moving” and “"slow-moving items” is

left up to the analyst's judgement. '‘Lumpy demand” is demand that is .

occurs in "lumps” or "batches” in contrast to demand that occurs at a steady,

continuous rate (1:169).

Table 1. Synopsis of the State of the Art in Fitting Theoretjcal Distributions

to Demand and Lead Time Data

(1:170)

Demand Demand per Demand During
Characteristics Unit of Time Lead Time Lead time
Fast-Moving Items Normal Gamma Gamma
Approximation
Normal Exponential Truncated
Exponential
Exponential Geometric Exponential
Slow-Moving Items Stuttering Gamma GPG Distribution
With Lumpy Unit Poisson
Demand
Stuttering Normal GPN Distribution
Poisson
Slow-Moving Items Poisson Normal Hermite
With Unit Demand
Not Lumpy Poisson Gamma Negative
Binomial
Doisson Exponential Geometric
Negative Gamma LPG Distribution
Binomial

Notes 1) The GPG distribution stands for geometric order size. Poisson customer
arrivals and gamma lead time: 2) The GPN distribution stands for geometric order size.
Poisson customer arrivals, and normal lead time. and 3) The LPG distribution stands for
logarithmic order size. Poisson customer arrivals. and gamma lead time
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Intermediate Summary

An interim summary of the private sector literature concerning the
concepts of lead time, and the order cycle time required for inventory
replenishment is appropriate at this point. The various components of lead
time and order cycle time were reviewed. Lead time as defined by Tersine
is the time between the decision to order or replenish an item and its actual
addition to stock. Tersine includes the time required to manufacture and
assemble the items ordered by the customer in his definition of lead time.
Order cycle time as defined by Stock and Lambert is the time elapsed from
order placement until an items is placed into the customer’s inventory.
Stock and Lambert do not include manufacturing and assembly time in their
definition of order cycle time. For practical purposes, however, lead time
and order cycle time are synonymous terms. The views of Stock, Lambert
and Tersine are similar in that they all assert that reducing lead time (or
order cycle time) values and their associated variability can result in
significantly better and more consistent support of customer requirements.
Reduced inventory levels and safety stock requirements need to be held to
prevent stockouts and work stoppages in an environment where lead time
and order cycle time is less variable and more consistent. It was noted that
in the MIC stockage environment, where no safety stock is held in the MIC,
reducing the in-transit delivery time and its associated variability would
enable the recently reduced "15 days worth of stock” inventory levels to
provide improved levels of material support to depot maintenance
organizations.

Another major topic presented in this section of Chapter Il was a

description of various analytical and simulation models devised to address
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uncertainty in lead time, and its effects on inventory stockage policy. First,
the literature showed that analytical models are extremely cumbersome to
work with when lead time unreliability is included in their computations,
and also limited to special applications. Also, determining the ' ; timal” level
of stock that provides tne maximum level of support at minimum cost may
not even be feasible using analytical models. [nventory simulation models,
on the other hand, have found widespread use and application in examining
the effects of lead time variability on stockage performance.

For the analytical models reviewed, increased lead time usually
resulted in a higher average inventory level requirement to maximize
customer service and minimize costs. For the simulation models investigated,
the mean and variance of lead time were found to be two of the most
sensitive parameters in simulation experiments. Reduced lead time usually
resulted in lower levels of inventory and less safety stock being required to
achieve customer service goals. Variability cf lead time was often a more
dominant factor in minimizing inventory costs than variability in demand.
Finally, lead time data was found to fit" several different probability
distributions (Table 1), with the gamma distribution often providing the best
overall characterization of lead time data. However, studies cited in this
chapter focused on "procurement lead time,” or time elapsed between order
and receipt of material from geographically separated customers and
suppliers. Direct application of the results of these studies to on-base in-
transit delivery time may not be fully warranted. Additionally, as noted by
Vinson, variation in lead time may not fit familiar probability distributions,

or may shift around in no discernable pattern (35:88).




In the next section, some of the more progressive private sector
practices and views on inventory management are examined in a review of a
GAOQ report on inventory management practices in industry today. Whether

these practices can be applied by the military services is also explored.

Revi  GAO R Private S I M Practi

The GAO published a study in July 1983 that identified practices used
in the private sector to manage and improve control of inventory.
Additionally, the GAO sought to determine whether the practices they
identified were applicable for use within the DoD (34:25). The GAO noted
that the Secretary of Defense has encouraged the military services to explore
the private sector for inventory management techniques and concepts, and
that "such interaction is a step in the right direction” (34:2-3). The GAO also
acknowledged that there are basic differences between the private sector
and the DoD in their respective inventory management practices, and

reasons for holding inventory (34:2). The GAO explains these differences as:

The military services hold inventory to support missions with
no-fail objectives. Thus, the military perspective is the more
inventory DoD has, the more sustained military capability it
has--i.e., with more safety stock, it will be better able to meet
its no-fail objective. The private sector holds inventory in
support of future sales with a profit objective. Since inventories
can also be a drain on profits, the seven companies we visited
have established goals for reducing inventories to a minimum
and eliminating safety stocks to improve profits. (34:2)

However, the GAOQ asserts that the military services can still tmprove
inventory management within the DoD by applying private sector concepts

and procedures (34:2).
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Seven companies were included in the GAO study, six of which held
inventory in excess of $1 billion, with the seventh company approaching $1
billion in inventory holdings. The companies were: Caterpillar Corporation;
General Electric Company; General Motors Corporation; Hewlett-Packard; J. C.
Penny Company; Sears, Roebuck and Company; and the Westinghouse Electric
Corporation (34:25).

The GAO found that views on inventory management have undergone
significant changes in the 1980's. Companies are attempting to reduce their
overall investment in inventory, while at the same time maintaining or
improving levels of sales and customer support. In fact, many top
executives from the companies examined have set corporate goals to reduce
inventory significantly (34:1). To meet reduced inventory goals while
maintaining or improving customer support, the companies examined have
adopted just-in-time techniques. The GAO defines the just-in-time concept
as:

This concept calls for the production and delivery of the right

material, at the right quality level, in the right quantity, at the

right time, and to the right place, using a minimum of facilities,

equipment, materials and human resources. Just-in-time

requires substantial reduction in set up times, improved
material flow, and improved quality. (34:6)

According to the GAQ report, minimum inventory is implied by the
just-in-time concept. An item reaches the point of consumption or use "just
in time, but not before it is needed” (34:6). While all elements of the just-in-
time philosophy have not been {ully adopted by the seven companies
surveyed, inventory reduction and improved product quality have found

widespread acceptance. In short, excessive inventory levels are believed to
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hide operational inefficiency. The increased carrying costs associated with
excessive inventory levels is seen as a drain on current and future profits by
those companies examined by the GAO (34:6).

To meet inventory reduction goals while maintaining customer service
levels, the GAO noted that the companies were using three general
techniques: 1) simplify inventory handling and decision-making processes;
2) automate processes where possible, appropriate and cost-effective; and
3) integrate processes between the company, suppliers, carriers and
customers, as well as "internal customers” within the company itself (34:12).
Many companies emphasize studying the physical movement of inventory to
eliminate unnecessary steps (34:12). Also, simplification should be pursued
before automation. In many cases, "automation is not a cure for inefficient
operations, but rather mirrors operations whether they are efficient or
inefficient” (34:12).

Five of the seven companies pursued "continuous process
improvement” as a philosophy in day-to-day operations. Under this
philosophy, all major functions within a firm {including inventory
management), should be continuously improved with perfection being the
ultimate goal (34:8). As part of the "continuous improvement” process, all
the companies measure and assess the performance of individuals and
groups on a regular basis. "It is this type of performance measurement and
exception management that brings discipline to the operating environment,”
asserts the GAO report (34:18).

Among the performance measures used by the companies to assess
the flow of inventory were order fill rates and "dock-to-stock time" (34:18).

The order fill rate is the number of orders filled expressed as a percentage of
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the total number of orders. Most of the organizations reported having fill
rates above 90%, with the range running from 78 to over 90% (34:18).

"Dock -to-stock” time was defined as "the amount of time it takes to receive
incoming material, count and inspect the material, and move it to its storage
location"(34:18). The companies surveyed reported an average | day dock-
to-stock time, with some companies reporting this time in terms of hours.
Use of bar coding, and computer terminals on receiving docks, as well as
scheduled deliveries were noted as processes that allowed for reduced dock-
to-stock times (34:18).

The companies noted in the GAO report have industrial inventory
systems that are very comparable to those within AFLC. The next section of
this chapter discusses some of the continuous improvement programs on-
going and in development within AFLC and the Air Force as a whole. Also, a
brief overview of applicable Quality Control analysis tools that could aid in
continuously improving the process of in-transit delivery of replenishment

assets to the MICs is provided.

Background on Applicable Quality Control Programs and Techniques
PACER IMPACT and the AFLC QP4 Program. The AFLC maintenance

community is a wide-ranging and complex environment. It is responsible
for the maintenance, repair and modification of aircraft, missiles, aircraft
engines, and most of the components of these weapons systems. Nearly
36,580 persons are involved in AFLC's maintenance operations at five Air
Logistics Centers and two specialized repair facilities. In 1988, the budget
for depot maintenance activities within AFLC approached $2.2 billion.

During that same year, AFLC depot maintenance activities repaired or
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modified over 865 aircraft, 6383 engines, engine modules and gas turbine
engines, and 836,642 other weapon system components (15). With this level
of ongoing activity, certainly productivity should be a continual concern.
PACER IMPACT is an AFLC program to improve productivity in the above
depot maintenance activities. The major principles of PACER IMPACT

include:

1. Application of new technology.

2. Development and implementation of innovative and
effective methods improvements.

3. Enhanced productivity through a focus on environmental
concerns as they relate to industrial processes.

4. Improved management and control of material assets.

5. Continued employee development and motivation. (15)

Brigadier General John M. Nowak, former Deputy Chief of Staff for
Maintenance at Headquarters AFLC, had the following to say concerning

PACER IMPACT:

With the President's focus on productivity and unit cost, PACER
IMPACT, the Depot Maintenance Productivity Program, is more
crucial than at anytime before. The search for greater
productivity improvement crosses all boundaries; government,
industry and academia. It encompasses improvements in
technology, people programs, processes, quality, environment,
material control and data systems. If we are to do better, to use
less and constantly improve then there must be a free flow of
information into the [Air Logistics] centers and between the
ceniers. Any vestiges of business as usual must be replaced
with a desire to innovate and experiment. PACER IMPACT
provides a climate where we can innovate, we can experiment,
we can do better. (5:ii)

General Nowak went on to note some of the examples where AFLC "did
it better” in FY 88 (5:ii). The most prominent example was in the area of

continuous quality improvement. The AFLC "total Maintenance concept,
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designated QP4 (Quality is People, Process, Performance, and Product),
emphasizes continuous worker participation in the improvement of
processes” (5:ii). According to General Nowak, QP4 has revolutionized AFLC's
approach to building quality into every facet of their business, and has
allowed them “to provide combat strength through quality logistics: a
quality-equipped and 100% satisfied customer in the field" (5:ii).

QP4 was primarily developed in response to the desires of General
Alfred G. Hansen, the Commander of AFLC, for a total quality management
system in AFLC (5:12). The core mechanism of QP4 is the Process Action
Team (PAT), which:

... are small groups of workers and staff personnel who

are most closely associated with a maintenance process. They

are trained in quality productivity improvement, philosophy

and analytical techniques so they can systematically improve

their assigned process. PATs use such sophisticated techniques

as PARETO Analysis, Statistical Quality Control and cause and

effect relationships to learn about and improve their process

but their real value is their knowledge of the process gained by

intimate association over a period of time. PATs are not

restricted to industrial processes, but include administrative

and staff processes as well. Implementation of QP4 has

progressed rapidly and is already showing imeressive results.

By the end of FY 88 there were well over 100 PATs working

throughout AFLC/MA. Training on QP4 is widespread and will

continue to expand to cement the quality cultural change
needed for effective continuous process improvement. (5:12)

According to AFLC Pamphlet 66-65, the QP4 program is the
accumulation of years of transition "from a reactive quality control program
to a prevention oriented continuous process improvement total quality
system” (5:11). Getting all personnel involved in striving for improved

quality and continuous process improvement through education and PAT
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activity is the basic thrust of QP4. QP4 is designed to be a total system
aimed at continually "improving and optimizing AFLC maintenance processes
and working with other organizations on those processes that cross
functional lines" (5:12).

USAF R&M 2000 Variability Reduction Program. The R&M 2000
Variability Reduction Program (VRP) was developed to improve the
reliability and maintainability (R&M) of Air Force systems. Poor designs and
manufacturing processes result in unreliable and difficult to maintain
equipment that contribute to high support and acquisition costs. The overall
strategy behind VRP is to nurture within the Air Force and the defense
industry a concept of excellence in design and manufacturing (17:1). The

basic tenets underlying the VRP include:

1. Commitment of top-level managers and commanders

2. Involvement of people at all organizational levels

3. Application of proven, cost-effective VRP techniques and
technology in an orderly, systematic manner

4. Encouragement of continual variability reduction, or
continuous process improvement. (17:1)

The R&M 2000 VRP emphasizes high reliability, improved design
concepts, and highly capable manufacturing processes in developing,
acquiring and supporting Air Force systems. A reliable product meets the
requirements of the customer and functions over its useful life with no
variation. A well-designed product is insensitive to physical and functional
variation due to environmental conditions, manufacturing processes, or
operational use in the field. Finally, a highly capable manufacturing process
pr- duces uniform, defect-free items that do not vary from design

specifications (9:1).
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The first step is usually to define customer requirements. Customer
requirements (or "performance-over-time" requirements) that are translated
into design and manufacturing specifications should be thought of as "Target
Values,” or "the best values for reliable performance in the user's operational
environment” (5:1). Improved performance at lowered costs can result
from reducing variability around the target value. Waste in manufacturing
operations, systems support, and service use will also decrease (9:1). The
notion of reducing variability is graphically illustrated by Figure 3. Also,
recall the earlier discussion in this chapter of Stock and Lambert's ideas on
reduced order cycle time variability. Reducing the variability of order cycle
time, which is similar to the in-transit delivery time for MIC replenishments,
is desirable in order to reduce uncertainty and avoid work stoppages due to
lack of material.

Three tools useful in variance reduction are: 1) Statistical Process
Control (SPC); 2) Taguchi Methods; and 3) Quality Function Deployment
(QFD). The primary difference between these methods is in their target
application areas. SPC is a method that is used for "on-line,” existing
systems. Taguchi methods, on the other hand, are more applicable to
production and design operations. A third method, QFD, considered an "off-
line” method for the design of new products and processes (17:2).
Lieutenant Colonel Hull defines SPC in his memorandum "R&M Variability

Reduction Program” as:

... an on-line technique for reducing variability in
manufacturing and assembly processes. The capability of
production processes to produce increasingly more uniform,
defect-free products is improved by continually identifying and
eliminating random causes of variability. The control chart
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Figure 3. Reducing Variabuity Around the Target Value {(Adapted from 9:2)

helps differentiate assignable causes of variability from random
causes. (17:2)

Workers use control charts to eliminate assignable causes of variation and

keep processes under statistical control (17:2).
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Taguchi methods are another set of techniques discussed by Hull that
are used to improve the capability of manufacturing operations and to
design reliable products. Taguchi was a noted Japanese quality control
authority. His basic premise is that design and manufacturing excellence are
directly related with cost reductions. That is, the best design is one that
causes the lowest monetary loss in design, production, and use (12:2).

According to Hull, the essence of this method is parameter design selection:

Taguchi uses efficient experimental design techniques to select
the design parameters settings that make products and
processes robust (insensitive to the eff 2cts of uncontroliable
sources of variability such as the environment and deterioration
in use). Scores of design variables can be analyzed

simultaneously to select the best design and production process.
(17:2)

Another VRP technique presented by Hull is QFD. The primary aim of
QFD is to ensure that customer requirements, or target values, drive the
product design and production process. The full benefits of VRP tools and
techniques cannot by realized unless the customer's target values are
clearly defined, and everyone involved with the process is mobilized to
reduce variabilitv around the target value (17:2).

Hull summarizes the three primary USAF R&M 2000 variance

reduction tools, explaining their interaction and relationships as:

QFD is a systems approach for translating users’
requirements into product and process characteristics and
deploying their requirements throughout the company. QFD
identifies the critical design characteristics for which Taguchi
methods may be employed, and the critical manufacturing
processes which should be controlled by SPC or other on-line
techniques. (17:2)
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Review of Quality Control Analysis Tools. Meredith describes some

techniques and tools that may be used by a PAT team to analyze problems

(Figure 4). These techniques include:
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Figure 4. Quality Control Tools (Reprinted from 23:550)
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1. Process analysis chart. This is a flow chart of how a system or
process works showing the inputs, operations and outputs of the process. By
displaying the process visually, workers can often spot the source of a
problem, or identify where and what more information is needed to solve
the problem (23:549).

2. "Runs” chart: This graph shows how a variable has changed over
time. By analyzing the data points, the members of a work team such as a
PAT can determine if the process is performing as it is supposed to perform.
There may be excessive variation in the data, a disturbing trend, or random
unacceptable points that can be spotted by members of the work team
(23:549).

3. Control chart: This chart enables a work group to “distinguish
between chance variation in a system and variation caused by the system
being ‘out of control,’ called assignable variation” (23:524) When a process
goes out of control, it must first be detected, then the assignable cause
located, and finally, the appropriate control action or adjustment made
(23:524). By putting upper and lower contro! limits on the chart of sample
data, the work team can determine if the process is out of control or just
experiencing natural variation. The natural variation may not be acceptable
either, indicating that a better process is to reduce the variation to within
acceptable limits (23:524).

4. Pareto Chart. This chart is based on the tendency for the majority
of problems to be due to a minority of the faults. Typically, 80% of the
symptoms are due to 20% of the problems. By concentrating on the primary
problems, most of the variation or difficulties experienced with a system or

process can be eliminated (23:550-551).
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S. Histogram: This type of bar chart shows the statistical frequency
distribution of a variable of interest. From this chart it can be determined
how often some variable is "too fow" or "too high.” The work team can then
determine if and when action is required to correct and improve the
unacceptably low or high points (23:551).

6. Scatter diagram: These charts show the correlation between two
variables. Scatter diagrams can help the work team to infer causality of
problems. For example: "if defects primarily occur on days when the
temperature is over 50 degrees Centigrade, the temperature-sensitive
aspects of the process should be looked into (including the workers)”
(23:551).

7. Fishbone chart: These charts are also know as “"cause-effect”
diagrams and lay out the process as a convergence of activities that result in
the final product or event. Major activity lines are plotted along the result
line, and minor activities that make up the major activities are plotted as
short lines along the major lines. The diagram looks like a fishbone,
according to Meredith. As with the process flow chart, tae source of
problems can often be identified based on the identified events and inputs
(23:551).

Meredith further notes that in addition to the tools listed above,
typically members of work teams are also trained in presentation and group
problem-solving techniques. Also, workers are trained in statistical quality
control concepts, and in data collection and analysis techniques. Without
such training, invalid data may be collected, or inferences may be made
based on bad information, which can "be more damaging than helpful”
(23:551).
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This chapter provided a review of private sector literature concerning
the concepts of lead time, and the order cycle time required for inventory
replenishment. The various components of lead time and order cycle time
were reviewed. Lead time was defined the time between the decision to
order or replenish an item and its actual addition to stock. Order cycle time
was defined as the time elapsed from order placement until an item is
placed into the customer's inventory. For practical purposes, lead time and
order cycle time are synonymous terms, except lead time includes
manufacturing and assembly time while order cycle time does not include
this time. Reducing lead time (or order cycle time) values and their
associated variability can result in significantly better and more consistent
support of customer requirements. Smaller inventory levels and safety
stock requirements are required to prevent stockouts and work stoppages in
an environment where lead time and order cycle time is less variable and
more consistent.

Another major topic included in this chapter was a description of
various analy tical and simulation models devised to address uncertainty in
lead time, and its effects on inventory stockage policy. First, it was found
that analytical models are extremely cumbersome to work with when lead
time unreliability is included in their computations. Determining the
‘optimal” level of stock that provides the maximum level of support at
minimum cost may not even be feasible with an analytical modeling
approach. In contrast, inventory simulation models have found widespread
use and application in examining the effects of lead time variability on

stockage performance.
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For the analytical model reviewed, increased lead time usually
resulted in a higher average inventory level requirement to maximize
customer service and minimize costs. For the simulation models
investigated, the mean and variance of lead time were found to be two of the
most sensitive parameters in simulation experiments. Reduced lead time
usually resulted in lower levels of inventory and less safety stock being
required to achieve customer service goals. Variability of lead time was
often a more dominant fuctor in minimizing inveatory costs than variability
in demand. Finally, lead time data was found to “fit" several different
probability distributions, with the gamma distribution often providing the
best overall characterization of lead time data. However, studies cited in this
chapter focused on "procurement lead time,” or time elapsed between order
and receipt of material from geographically separated customers and
suppliers. Direct application of the results of these studies to on-base in-
transit delivery time may not be fully warranted. Additionally, variation in
lead time may not fit familiar probability distributions, or may shift around
in no discernable pattern.

The next major section of this chapter presented the GAO viewpoint on
inventory management practices being used by private sector firms in the
1980's. While acknowledging fundamental differerices in the reasons why
the military services and private firms hold inventories, the "lessons
learned” from civilian industry were outlined for possible application within
the DoD. In the 1980’s, civilian firms are pushing to reduce inventory levels
while concurrently maintaining customer service levels. Many just-in-time
inspired techniques are being used to achieve these reductions. They

include simplifying inventory handling and decision-making, automating
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processes where possible, and integrating processes and flows between
customers and suppliers. Additionally, the principle of continuous process
improvement was found to be widespread among the companies
investigaied. Pe:formance measurement to assess the flow of inventory was
noted as a key technique in continuallv improviag operations.

Current Air Force initiatives in the areas of continuous process
improvement and quality management were then presented. The AFLC
PACER IMPACT and QP4 programs have been devised to institutionalize
continuous improvement and quality performance throughout AFLC. Use of
smail groups, or PATs, and statistical quality control analytical tools can be
used to continuously improve not only industrial processes, but
administrative and staff functions as well. The USAF R&M Variance
Reduction Program has been developed to encourage continual variance
reduction and process improvement. This entails defining customer
requirements, or target values, and reducing variability in attempting to
achieve these target values. The reduction of in-transit delivery time and its
associated variability may indeed result in fewer work stoppages in Depot
Maintenance due to lack of material. A brief description of SPC, Taguchi
methods, and QFD was then provided.

Finally, this chapter reviewed various quality ccntrol analytical tools
that could be used by a PAT to analyze problems, and to identify areas
where improvement is possible. In pursuing continuous process
improvement, with perfection being the ultimate goal, these tools can be
invaluable in providing direction to the efforts of a PAT.

Next, Chapter [Il presents the methodology followed by this research

effort. The overall approach used to address the rescarch problem is
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outlined. The collection and analysis of actual in-transit delivery time data
is discussed as well. Chapter III also describes the application of SPC as a
variance reduction tool to identify opportunities for reducing the mean and
variance of actual lead time data. Finally, the computer simulation of MIC
inventory operations is described, as well as the experimental design
devised to estimate resulting inventory performance measures based on

actual and proposed reductions in in-transit delivery time.
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Overall Approach

A combination of methods were used to investigate and answer the
research questions. Literature reviews, personal interviews, empirical data
collection and analysis, and simulation using empirical data for input
parameters have all been used. With regards to the overall experimental
design, five main areas were investigated: |) determination of in-transit
delivery time standards; 2) analysis of actual in-transit delivery time data
to determine statistical characteristics; 3) simulation of actual in-transit
delivery time to determine the effects of lead time on MIC stockage
performance; 4) application of Statistical Process Control techniques and
tools to actual in-transit data; and 5) simulation of the effects of proposed
reductions in both mean and variance of actual in-transit delivery time data

on MIC stockage performance.

Procedure .

To address the research problem and answer each of the research
questions listed in Chapter I, the following methods were used:

I. A review of official Air Force guidance and policy publications
provided initial, but only partial answers to the first three research
questions concerning existing in-transit delivery time standards of
performance and review practices. This initial review was provided in
Chapter I.

2. Interviews were conducted with key staff members at

Headquarters AFLC Directorates of Supply (HQ AFLC/DSS), and Maintenance
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(HQ AFLC/MAP). Also, key staff and management personnel were
interviewed at 00-ALC. The primary objectives of these interviews were to
validate interpretations of official policy and guidance concerning in-transit
delivery time gleaned from literature research, and to validate the
appropriateness of data sources and analysis. Contacts at 00-ALC included:
1) the Maintenance Systems Laboratory (00-ALC/MAOQ), the primary agency
collecting in-transit delivery time research data; and 2) the Maintenance
Material Control Division (00-ALC/MAW), which is responsible for evaluating
and providing guidance for overall MIC operations. Additionally, various
staff and management personnel within the Distribution Directorate (0O-
ALC/DS) were contacted. The Directorate of Distribution at 00-ALC is
responsible for depot supply and transportation operations in supgorting
material requirements of all depot customers, including MICs.

Interviews were conducted on a personal, face-to-face basis where
possible, or by telephone where physically visiting the respondents was not
possible due to time or cost constraints. Fewer than 10 individuals were
interviewed, and each individual had specific background and functional
expertise. Most interviews consisted of three to five open ended questions
concerning each respondent’s area of functional responsibility or expertise
relative to in-transit delivery time for replenishment orders to the MICs. No
problems were expeiienced coacet ning tiie mouuvation of respondents to
cooperate since the issue of in-transit delivery time to the MIC has received
Commander and senior AFLC staff level interest in recent months.

3. Collection and analysis of actual in-transit delivery time data
provided greater tnsight into answering the last three research questions

posed in Chapter [. Actual in-transit delivery time data were collected from
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Ogden ALC at Hill AFB, Utah, over a period of six months (from December
1988 to May 1989). The data were collected from two sources: 1) the
G402A Exchangeable Production System, a Depot Maintenance database; andl
2) actual Depot Supply local issue documents and/or DD Forms 1348-1A
that document actual order and receipt times, external from any
computerized database (see Appendixes A and B for samples of these
documents). The data were loaded into a microcomputer spreadsheet
program, and then organized and sorted by the requesting organization
(MIC), transaction document number, national stock number (NSN), date and
time of in-transit start or stop transaction, and so on. Descriptive statistics,
by MIC, on means and variances of in-transit delivery times were computed.
These statistics were used to describe the in-transit time for items requested
by the MICs, and compared to HQ AFLC standards. Kolmogorov-Smirnov
"Goodness of Fit" tests were conducted on the data using a distribution-
fitting computer program to determine possible theoretical probability
distributions that adequately characterize the observed lead time data.

4. A review of civilian and private industry literature was performed
to determine if there were Variance Reduction, Total Quality Control, and
Statistical Process Control techniques or methods applicable for reducing the
mean and variance measures of lead times. Also, recent Air Force and AFLC
initiatives to promote Quality Control and Variance Reduction techniques
were investigated for possible applications. This phase of the research
procedure provided greater insight for determining what actions have, can,
and will be taken to: 1) measure in-transit delivery time, and 2) provide

methods to improve the overall delivery process. The third, fourth and [ifth
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research questions discussed in Chapter I are addressed by this segment of
the research procedure.

Additionally, recent and planned initiatives in various process
automation, enhanced data systems, and improved operating procedures and
policies concerning MIC operations were investigated through interviews.
Since documentation on more recent initiatives is scarce or currently in
work, interviews were the primary data collection too! used to gather data in
this area. Additionally, recent organizational and procedural initiatives
impacting in-transit delivery times, such as the PACER INTEGRATE and the
Distribution Support Center (DSC) conversion, are briefly described in
Chapter IV. Findings on recent or planned data systems and automation
initiatives such as the Stock Control and Distribution System (SC&D) are
briefly outlined in Chapter IV as well.

In a similar fashion to the previous interviewing scheme noted, these
interviews were conducted with three individuals having specific,
functionally-oriented knowledge concerning current Air Force and AFLC
initiatives in the areas of automation, integration and continuous process
improvement of in-transit delivery of replenishment assets to the MICs.

5. Statistical Process Control techniques and tools were applied to
analyze the in-transit data to see if excessive lead time and its associated
variability might be reduced. This portion of the overall research procedure
resulted in answers to the research questions concerning the application of
quality control, variance reduction, and continuous improvement principles
to improving the process of asset delivery to MICs.

6. A SLAM Il computer simulation model was used to assess the

effect that in-transit delivery time parameters may have in terms of
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expected backorders (unfilled requests for replenishment), Line Item Fill
Rates (LIFR), and other inventory performance measures. The simulation
segment of the research procedure provided insight into answering the final
research question concerning the use of simulation to demonstrate the
impacts of varying in-transit delivery times upon material availability in the
MICs. Theoretical probability distributions, determined from actual
observed lead time values, were used to evaluate the impact of reducing the
mean and variance of in-transit lead times. These impacts were estimated

using the computer simulation model.

alysi - it Deliv ime

The method for analyzing actual in-transit lead time data was to
collect a census of lead times over a six month period for six MICs at Ogden
Air Logistics Center (00-ALC). These data were collected from the G402A
Exchangeable Production System database as noted earlie. in this chapter.
From each population of MIC data, a random sample of 251 transaction
document numbers was selected per month [or the six month period. The
in-transit delivery time for a given MIC replenishment order was computed
by subtracting the transaction start time and date from the transaction stop
time and date. This value provided an estimate of the elapsed time from DS
initiating a stock replenishment shipment to MA acknowledging receipt of
the material.

A sample size of 209 was required to estimate the population mean
in-transit time to within plus or minus 0.5 days at the 95% confidence level.

The formula for computing the sample size of 209 was:
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n = (2)
2
E
where
n = Required Sample Size
Z = Z-value with an area to the left and right tails of a
(@/2)  standard normal distribution curve (Z = 1.96)
9] = Population standard deviation (can be estimated as 3.68
days from informatjon based on McBride's study (22:55)}
E = Tolerable Error Limit (0.5 days) (26:130-131)

This sample size was increased to 251 per MIC to ensure that at least
209 transactions were available for analysis after unmatched and unusable
transactions were purged from the database. For those MICs having less
than 251 transactions during a given month, all usable and matched start
and stop transactions were examined.

Additionally, a random sample of local issue documents and DD Forms
1348-1A was drawn by 00-ALC/DS personnel. The documents allowed
determining significant differences existed between in-transit lead time data
extracted from the MA G402A data system and data derived from actual
issue/receipt documents.

The in-transit time as measured by the G402A system includes "the
time it takes from when the MIC personnel certify receiving the material to
when the in-transit is cleared back to the D033 (?72:55). McBride used a

PERT-beta distribution to estimate a mean time to clear the transactions of
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5.146 hours (0.225 days) based on pessimistic, optimistic and the most likely
times required to clear the transaction (14:56). This time lag may also be
estimated from the issue documents, which are supposed to be signed by MA
personnel and annotated with the time and date of physically receiving the
material.

From an initial collection of in-transit data from the G402 A system for
the months of December 1988 and January 1989 covering 10 MICs at QO-
ALC, a sample size of 209 local issue documents was required to estimate the
population mean in-transit delivery time to within plus or minus 0.5 days at
the 95% confidence level. This sample size was derived using Equation 2.
Again, the sample size was increased to 251 to ensure that at least 209
transactions were available for analysis after unmatched and unusable
transactions were purged. The 10 MICs included in this sample are listed

below with their respective areas of maintenance responsibility:

1) MCC (aircraft repair);

2) MDD ("black boxes" for aircraft and missiles);

3) MFF (landing gear);

4) MBB (sheet metal repair and fabrication);

5) MLL (missile transportation vehicles and other “rolling

stock” repair);

6) MHH (repair of assets used by the missile test range at 00-
ALC);

) MEE (aircraft engine repair);

) MAX (missile guidance systems);

)

)

O oo

MGG (test equipment);
MSS (missile and ordinance guidance systems).

10

The resulting mean difference between the start and stop times and
dates as computed from this sample of issue documents provided another
ectimate of the in-transit time between DS and MA MICs. This estimate was

compared with the mean start and stop time for the same transaction on the
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G402A database to determine if there was a significant time lag between
when MA actually received the property and when the in-transit transaction
was cleared via the G402 A back to the D033. This allowed estimatirg the
average lag time required to clear transactions through the ‘ormal G402 A
and D033 computerized information systems. Applying the paired
difference t-test or the Wilcoxon nonparametric signed rank test for paired
differences allowed determining if there was a statistically significant
difference between the clearance time and date annotated on issue
documents, and the time and date for the same transaction on the G402 A

database.

Variables for Analysis. To investigate actual in-transit delivery time,
data on individual replenishment issues to the MICs were required. Within
the MA parts request history database maintained on the G402A system, the
dates and times of in-transit start and stop transactions are stored. From
this data, the duration of the in-transit delivery time for each item delivered
to the MICs was derived. As noted earlier, the time between the in-transit
start and stop transactions represents the time it takes for MIC in-transit
replenishment issues to be gathered from DS, transported to the MA area,
accepted through the DS/MA receipt certification process, and finaily added
to the MIC inventory balance on the G402A system. Therefore, the primary
data of interest are the processing dates and times for each in-transit start
and stop transaction. Other data elements of interest include the NSN of the
item requested, the quantity requested, the MIC identifier code, and other
descriptive elements for stratification of extracted data.

It should be noted at this point that in-transit times maintained and

computed from the G402A database are based on continuous clock hours and
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calendar days. Recall that the AFM 67-1 delivery standard for MIC
replenishments was no later than 12 working hours, or 1.5 working days. It
was not feasible to exclude holidays, weekends, or different MIC shift
schedules from the data collected. The reader should bear this in mind in all
succeeding discussion and analysis of in-transit delivery times.

Once mean and variance measures of the actual in-transit delivery
time were derived and stratified, actual lead time measures served as input
parameters to the computer simulation model. The simulation mode] was
used to compute performance measures that may result from actual in-
transit delivery time mean, variance and theoretical probability distribution
parameters. The simulation outputs include MIC stockage performance
indicators which are described in a later section of this chapter. The data
was then evaluated for possible variance reduction opportunities using
statistical process control tools and techniques. Next, proposed reductions in
the mean and variance of lead time were input into the simulation modei to
analyze the effects that mean and variance reductions have on simulated
inventory stockage performance. The resulting performance measures for
both actual lead time and proposed reductions in lead time were then
compared.'

Data Collection and Transformation. The in-transit data collected

represented six months worth of transactions. As noted in Chapter [, bnth
indirect and direct material replenishments were included in the research
population. Additionally, both consumable and reparable item transactions
(for ERRC XB3, XF3, and XD2 items) were collected and analyzed. The
Systems Laboratery within the Ogden Air Logistics Center Directorate of

Maintenance (00-ALC/MAO} used an ENFORM database interrogation
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program to collect in-transit data from the G402A system, and transferred
the data to MS-DOS compatible floppy disks. The data retrieved included the
NSN, MIC identifier, and the times and dates for the in-transit start and stop.
A sample of the data collected and the ENFORM program source code are
shown in Appendixes C and D respectively. For instance, in Appendix C the
first transaction listed was for NSN 5330012485451 AQ. This is the "start’
transaction. Immediately following the “start” transaction is the
corresponding "stop” transaction for the same NSN. This is denoted by the
"CL" listed under the "AC-SF" column heading in the second line. The
corresponding times for the start and stop transactions are seen in the [ast
two columns.

The data provided by 00-ALC/MAO was then uploaded to a VAX
mainframe computer. Each data file represented a census of all stock
replenishment transactions for a given MIC for one month. In hard copy,
each file varied in total page length, and there was a maximum of 60
transactions printed per page on the output listing. In the first step of the
sampling process, a random listing of page numbers was used to select the
page from which a sample transaction would be pulled. A random listing of
transaction numbers then determined the location on a given page from
which a sample transaction was selected. or example, a random page
number of 25 and a transaction number of 35 would result in a sample being
pulled from page 25 of a given MIC replenishment transaction listing. The
35Sth transaction on the page would be selected for the sample.

A microcomputer spreadsheet program was used to generate random
numbers required to pull a random independent sample of 251 transactions

per MIC for each month. The following formula was used to generate 251
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randomly-selected computer listing page numbers from which sample
transactions were drawn using the microcomputer spreadsheet program:

A=Tu(ap)/60)+1] (3)
where

A =Random page number

a = Spreadsheet-generated random number between 0 and 0.99999

b = Total number of transactions on a computer listing

Additionally, in order to select the particular transaction to be
sampled from a given random computer listing page (or "A" as defined in the
equation above), the following transfor mation was made: The modulus of
dividing A by 60 plus | identified the selected sample transaction number.
After a sample transaction file was developed for each MIC and month in the
sample period, the in-transit time for each sample replenishment was
computed by subtracting the transaction start time and date from the
appropriate transaction stop time and date. Mean and standard deviation
values for each MIC and for each month were then computed, and are
presented in Chapter 1V,

The six MICs included in the data collection population were chosen to
parallel the MICs studied by McBride, and to “represent a broad cross section
of types of end-item workloads” (22:36). In consideration for end-item
workload, the following four MICs were examined: 1) MCC (aircraft repair};
2) MDD ("black boxes" for aircraft and missiles); 3) MFF (landing gear); and
4) MBB (sheet metal repair and fabrication). Also, two additional MICs were
examined. These two MICs were included to test the hypothesis that an
influencing factor in overall in-transit lead time may be the relative distance

of a given MIC from the DS warehouse, where all delivery actions start.
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Therefore, this analysis included both MICs located relatively near and
distant from DS warehouses. One MIC was chosen based on its relative close
proximity to DS warehouses, while another MIC was chosen for its relative
distance from DS warehouses. MIC MLL, which supports repair of missile
transportation vehicles and other "rolling stock” was chosen to represent
MICs very close to a DS warehouse. MIC MHH, which supports repair of
assets used by the test range at 00-ALC, was chosen to represent MICs
relatively far from a DS warehouse. After the in-transit lead time
parameters were established for each of these MICs, a simulation analysis of

lead time impact on stockage performance was accomplished.

Simulati I0-T it Dell Ii
Qverview of McBride's SLAM 11 Simulation Model. McBride developed
a SLAM II computer simulation model to ex}aluate different MIC stockage
policies in terms of their expected performance (22). The model generates
actual MA production line demands for a single item of stock based on an
exponential distribution, implying Poisson distributed demands with varying
days between requests and number of units requested. If the MIC on-hand
inventory stock level is less than the reorder point, a request for stock
replenishment is generated to DS, with the item scheduled to arrive at an
“order and ship time (O&ST)" later (22:45). His O&ST is the MIC in-transit
delivery time. McBride's SLAM 11 program is a combination of SLAM [1
network statements and FORTRAN insert subroutine programs. The
FORTRAN subroutines were written to collect performance statistics and to

for mat specific reports for the simulated 15 years (30 six-month cycles) of
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operation. The program consists of three files: MIC. DAT, which contains the
SLAM II network statements; MAIN. FOR, which holds the FORTRAN
subroutines that model the inventory policy and generate custom reports;
and PARAM.INC, which initializes and dimensions the FORTRAN arrays used
in the MAIN.FOR program(22:43-44).

The MICDAT program controls the timing and sequencing of events
within the inventory system, modeled as a network. The network generates
orders based on an exponential distribution with a specified p mean days
between requests. A Poisson distribution is used to generate the number of
units requested for the item under consideration, where the average order
size is A (and A is greater than or equal to 1). At the end of each day in the
simulation, copies of the order requests are accumulated. The total number
of demands are recorded to a statistica. register for later determination of
Daily Demand Rate (DDR) statistics, MIC stockage objectives, and reorder
points (22:44).

The original copy of the demand is processed by a request subroutine
that checks if a total fill of the request can be made . from DS on-hand stock.
A partial fill with partial backorder, or a total backorder may also result if
the on-hand stock is not sufficient to meet the total quantity requested. If
the request can be filled, either totally or partially, the on-hand stock is
reduced accordinely, and statistical observations are made on the resulting
fill rates. Backorders that may occur are held in a file awaiting possible
fulfillment from subsequent stock replenishments. Time persistent statistics
are collected on backorders to determine the average number of backorders,

and backorder-days (22:44-45).
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After any request for stock, a releveling routine is called from a
FORTRAN subroutine to see if the inventory position (on hand + on order -
backorders) is less than the most recently computed MIC reorder point. If
the inventory position is below the reorder point, a stock replenishment
request sent to DS, and a shipment is scheduled to arrive at the MIC at a
later time. As mentioned earlier, this time is is known as order and ship
time (0&ST), or the in-transit delivery time. . In McBride's study, the actual
O&ST was randomly selected based on a lognormal distribution using
observed mean and variance values from an actual MIC at 00-ALC (22:44).
McBride determined these O&ST parameters based on a 30-day sample of

in-transit data from the single MIC as briefly outlined in Chapter I. As noted

[

arlier, the O&ST, or in-transit delivery time is the primary parameter of
interest ip this study.

Every seven days in the simulation, the model calls for a
recomputation of the stockage levels. The model is run for 200 days to
accumulate an initial 180 days of historical simulated data, and to allow the
system to get past-the initial transient period. This enables the simulation
model to achieve "steady state” status. At day 200, the statistical registers
that collect performance statistics are cleared, and performance measures
are collected from " is point in simulated time forward (22:44). This
practice is perhaps best explained by A. Alan B. Pritsker in his book
Introduction to Simulation and SLAM as noted below:

When the purpose of our analysis is to study the steady-
state behavior of a system, we can frequently improve our
estimates of the mean by beginning the simulation in a state
other than empty and idle. Steady-state behavior does not
denote a lack of variability in the simulation response, but

61




specifies that the probability mechanism describing this
variability is unchanging and is no longer affected by the
starting condition. (28:43)

The start up transient period for the stock level computations is set at
approximately 180 days because both the DS and MA inventory stockage
models require at least 180 days of demand history before computing
demand parameters. An extra 20 days was used beyond the 180 to0 ailow
for the receipt of any outstanding MIC replenishments that were ordered
during the preceding initial 180 day period in the simulation (22:46).

Every 180 days after the transient period, the network calls the
FORTRAN output subroutine which calculates summary statistics. Included
in semi-annual reports are measures of the observed unit fill rates (UFR), the
line item fill rates (LIFR), the average number of units requested, number of
backorders and backorder-days, and average on-hand inventory, in addition
to other performance measures. Each of these measures is defined in greater
detail below. At the end of the simulation time period (200 days for the
transient period plus 30 subsequent six-month sequential periods), an
overall summary report is created that includes grand means and standard
deviations of the performance measures. This multiple-batch sequential
method of simulating was used to reduce possibie bias and random
variances. [t also provides enough observations to apply the Central Limit
Theorem, which states that given enough observations, generally 30 or more,
of random variable x, the mean of ¥ ( ? } 1s distributed approximately
normally. The standard deviation of i_'is equal to the standard deviation of
observations of ¥ divided by the square root of the number of computed X .
The standard deviation of';r: is also known as the standard error (22:45-46).

Through the application of the Central Limit Theorem, contidence intervals
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and statements of reliability for the estimated means and variances of
simulated performance measures can be computed.

In order to evaluate the simulated performance of the alternative
models, McBride made multiple runs of the simulation program for a wide
range of items to come up with resulting performance measures. As alluded
to earlier, those measures were: 1) fill rates at the unit and line item level;
2) the number and duration of expected annual backorders in number and
duration; and 3) average level of MIC on-hand inventory (22:35). McBride
noted that the D033 TVA report ("Depot Maintenance Material Support”)
outlines the performance objectives for MIC and D033 support to MA
material requests. The primary MA MIC support performance measure is
the Line [tem Fill Rate (LIFR), for which a 95% objective exists (22:19; 4:43-
8). A sample of an D033 TVA report is provided in Appendix E. McBride
distinguishes the LIFR from the Unit Fill Rate (UFR) as noted below:

The line item fill rate represents the percent of requests
that were totally filled. A unqit fill rate would represent the
total percentage of units requested that were filled. For
example, if a request for ten units is issued six units and the
other four units are backordered, the line item fill rate is zero
and the unit fill rate is 60 percent. (22:20)

McBride varied the following input parameters for each run of the
simulation: 1) average number of days between requests, or § ; 2! average
quantity per request, or A ; and 3) type of theoretical demand distribution.
By using various combinations of demand distributions, he sought to infer
what range of distribution parameters would be required for a giver model

to meet the 95% LIFR objective for the MICs (22:40-41).
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One key assumption of McBride's model, and one that holds for this
analysis as well, should be noted at this point. The simulation program logic
assumed that if an item had a computed MIC stock level, then the D033
Depot Supply system always had enough stock on hand to fill MIC stock
replenishment requests. In other words, the in-transit delivery time
reflected only on-base warehouse retrieval and transportation time from DS
to MA for stock replenishment. The model did not attempt to account for
procurement lead time, procurement order and ship time, or backorders to
the D033 system. Since this is an optimistic assumption, McBride notes that
the simulated fill rates are also optimistic, and should be considered "an
upper limit; the performance of the MICs must be considered in light of
replenishment support from DS (D033)" (22:57-58).

Experimental Design of Simulation Analysis The general objectives of

the simulation analysis in this study were to examine the effects that
different mean in-transit delivery times, measures of dispersion (variance),
and statistical probability distributions have on observed the LIFR and other
performance measures. The primary input parameters are f, A, the in-
transit delivery time (or O&ST), and the tvpe of probability distribution for
the 0&ST (such as normal, lognormal, gamma, exponential or beta). In the
simulation experiments, only MICs MCC, MDD and MFF were analyzed since
McBride did not collect demand data for MICs MBB, MHH, and MLL.

The demand data collected and analyzed by McBride provided the
basis for the demand parameters used in this research (Table 2). For the
number of days between demands for a given item (B), three values (low,
medium and high) were used (22:52, 53, 86). The average number of units

per request (A1) also varied by MIC (22:51). For the purposes of this
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Table 2. Simulation Experimental Design Overview

MIC

MCC MDD MFF
DBR (B)
Relative
Value
LCW 3 3 9
MEDIUM 12 28 22
HIGH 110 110 110
UPR(A) 2 6 9
g . A Distribution CP PP PP

simulation analysis, these values were rounded up to the next whole integer.

The final demand parameters of interest in the simulation experiments were
the distributions of p and A. McBride found that the majority of MIC MCC

items could be classified as having a constant A value and a Poisson-
distributed B value (denoted CP) (22:52). For MICs MDD and MFF, however,

McBride determined that their A and [} parameters were both Poisson-

distributed (denoted PP) (22:51, 53).

These demand parameters were selected tc maintain a high degree of
comparability with McBride's results. The goal of this study was not to
duolicate his efforts with respect to MIC demand analysis, but to extend his
results to areas dealing with in-transit delivery time impacts. Table 2

illustrates the basic experimental design used tn this study to examine the
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effects that various parameters such as A and [} (as well as their respective
theoretical probability distributions) have on MIC stockage performance.
Several changes were made to McBride's model logic to incorporate
stockage guidelines and recent changes in MIC stockage policy, First, the
maximum amount of in-transit delivery time, or O&ST, that could occur in
the simulation was set at 20 days. This was added to McBride's model
because AFM 67-1 indicates that if the in-transit transaction is not cleared in
21 days, the item is considered a "delinquent in-transit” (11:6-3). If a
delinquency occurs, the MIC inventory balance will be increased by the
order amount automatically by the D033 system, and the MIC level will be
"frozen” for manual nventory (11:6-3). In other words, if the in-transit
takes longer than 20 days to be received by the MIC, the item is frozen,
meaning that no more transactions can occur until the delinquent in-transit
is resolved. The net result is that no in-transit should take more than 20
days before manual intervention by DS and MA personnel. Another change
to McBride's model was incorporated into the program logic based on the
earlier discussion in Chapter I of the "15/7" maximum stock level and
reorder point inventory policy. That is, 15 days worth of stock was used as
the maximum stock level, or “order-up-to” level, and 7 days worth of stock
was used used as the reorder point for replenishment orders. Finally, it is
important to remember that the LIFR and other performance measures
output from the simulation models represent the estimated results for a
single theoretical item of stock characterized by the O&ST and demand

parameters and probability distributions described earlier in this chapter.
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Statistical E : (SPC) _— is Overview

The approach to this segment of the overall analysis process includes
applying SPC, briefly described in Chapter 11, as a variance reduction tool to
analyze the in-transit delivery time data collected. The overall objectives of
analysis using these techniques were: 1) to show the feasibility of using SPC
techniques to analyze lead time data to reduce its overall mean and variance;
and, 2) to display possible delivery time trends that would merit the
attention of a PAT to resolve. Control charts are the basic tools used in SPC,
and can be used to analyze in-transit delivery time with respect to upper
and lower control limits. Control charts allow the analyst to separate chance
variation in a system or process, and variation due to a system being “out of
control’ (23:550). Assignable causes of variation can be detected, and
control actions or adjustments can also be suggested by control chart
analysis. The six MICs included in this study were examined to highlight the
MIC which exhibited the highest observed mean and siandard deviation of
lead time. After determining which MIC and which month in the study
exmb‘ited the highest and most variable lead times, statistical process control
charts were developed to further analyze the process. Areas where the
delivery process for the selected MIC could be considered "out of control” can
be indicated by using these control charts. With further study and scrutiny,
the assignable causes of these points of variation could be identified and
attacked by a PAT. The SPC control charts are displayed and discussed
further in Chapter IV.

SUmmary

Chapter 111 presented the methodology used to investigate and

answer the research questions. The approach and procedures outlined in
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this chapter have been used to: 1) determine in-transit deliverv time

standards; 2) analyze statistical characteristics of actual in-transit delivery
time; 3) simulate empirical in-transit delivery time values to estimate their
effects on MIC stockage performance measures; 4) apply SPC tools to
identify process improvement opportunities; and 5) simufate the effects of
proposed reductions in the mean and variance of lead times on MIC stockage
performance measures.

Chapter IV présents and analyzes the results of the various methods
conducted as described in Chapter [Il. The resulting findings from all
research, interviews, data collection and analysis, and simuiation

experiments are included in Chapter IV.
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Qverview

In this chapter, results of interviews to discover what the existing in-
trahsit delivery time standards are, and how they were established and
monitored are presented. A review of AFLC initiatives planned and in
progress to address the problem of excessive in-transit delivery times is also
provided. Then. analysis of in-transit delivery time data is discussed. First.
empirical lead time measures observed for MICs included in the sample
described in Chapter [I1 are presented Next, attempts to fit these data
points 1o theoretical probability distributions are outlined. Analysis to
determine if there was a significant difference between G402A-maintained
in-transit data and off -line issue document in-transit data is then described.
The next major area of data analvsis involves deriving through simulation
the estimated inventory performance of three MICs using the empirical in-
transit delivery time data as primary input parameters. The application of
SPC is then examised to identify opportunities for the reduction of lead time
mean and variance. Finally, the impact that proposed reductions in lead
time mean and variance values have on inventory stockage performance is

evaluated.

Review of In-Transit Delivery Time Standards

[n order 1o answer the first three research questions presented in
Chapter [, an interview was conducted with Mr. Leslie K. Clarke, [I]. Mr
Clarke is the Chief of the Supply Resources Management Division within the

Headquarters AFLC Directorate of Supplv (HO AFLC/DSSM). First. Mr. Clarke




was asked if the current standards outlined in the USAF Supply Manual,
AFM 67-1. Volume 111, Part Two for in-transit delivery times of material to
the MICs were the correct and accurate (11:21-10). The interpretation of a
"12-hour. or '| S working day delivery time standard for MIC stock
replenishment orders. which are assigned Deliverv Priority Code 6. was
confirmed by Mr. Clarke (31 Additionally. Mr. Clarke reported that the
current standards have evolved as heuristic goals that were thought to be
adequate time frames for on-base delivery and receipt of material. There
have been no formal studies of what the actual capabhility for material
delivery mav be at the different ALCs. The "12-hour/1.5 working day
delivery standard for Delivery Priority 6 MIC stock replenishment issues
was more an informal estimate of the on-base transportation system s
capability (31.

The third research question concerning whether any actions are being
taken to determine if the existing standards are being met, and whether
thev are adequate. realistic, and accurately measured, 1s being addressed by
Mr. Clarke s ofiice. The Headquarters AFLC Directorate of Distributior has
initiated a studv to collect. analvze and report cn DS deliveryv timeliness at
each of the ALCs t14). The study plan developed by Mr. Clarke as part of
this tasking noted that there is no current command-wide method to collect
an.i analvze in-transit deliveryv time. One of the end results of the vear-long
study. o be completed 1n Augus® or September 1989 vill be analysis and
documentation on what (n-transit delivery times actually are at the ALCs
Also recemmendations on what the delivery standards should be are

another expect2d gutcome of M Clarke s study (31,
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There are some characteristics of the HQ AFLC study of in-transit
delivery times expericnced at the ALCs that should be noted at this point.
First, the HQ AFLC study includes all Delivery Priority transactions, from 1 to
6. This is more comprehensive than the population studied in the current
effort, which includes only direct and indirect stock replerishment issues to
MICs (Delivery Priority 6). Additionallv, the HQ AFLC study was based solely
on sampling local issue documents. The elapsed delivery time was
determined as the difference between the time when the document was
produced until it is signed by a representative of the requesting organization
(14). This method is in contrast to the procedure used in the current studv.
where a combined data collection scheme based on G402A data and local
issue documents was used as described in Chapter III. It is interesting to
note that according to Mr. Clarke, the local issue documents included in their
sample were not always signed and annotated with the time and date of
receipt by the receiving organization. Those transactions where a time or
date was not annotated on the document were considered as ‘on-time”
deliverie< (3). Additionally, the AFLC study effort is based on transactions
that occurred in calendar year 1988, while this effort includes only six
months of transaction data from | December 1988 until 31 May 1989 (3).
The sample size of transactions to be analvzed was based on FY 88 average
monthly i1ssues. For 00-ALC, the assigned sample size per month was 364
transactions (14).

This section provided answers to the {irst three research questions
discussed in Chapte: I. The next section describes provides iaitial
investigation into the fourth research question. As a starting point, a review

of AFLC initiatives planned and in-progress (s necessary.
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Review of AFLC Initiatives Addressing Excessive In-Transit Delivery Time

Many of the areas noted by the GAO in their report on private
inventory management practices that may be applicable for use in the DoD
are indeed being explored and pursued within AFLC. Many initiatives are
etther planned or in place to simplify inventory handling and decision-
making, to automate processes where possible and cost-effective, and to
integrate processes and flows between customers and suppliers. The just-in-
time philosophy has also found support within AFLC as reflected in the
recent draw-down of material held in the MICs from "30 days worth of
stock” to "15 days worth of stock,” as noted in Chapter [. Additionally, a
recent initiative named PACER INTEGRATE has been developed to consolidate
“the ccmplex, fragmented supply and transportation processes and
inventcries of depot maintenance support in the Directorate of Distribution
to the greatest possible extent” (6:1).

According to Major Joseph Reuwer, Chief of the Depot Maintenance
Distribution Support Division in the Headquarters AFLC Directorate of
Distribution, the PACER INTEGRATE project involves the establishment of
‘Distribution Support Centers (DSCs)" to essentially perform the supply-
related tasks currently accomplished by MIC personnel (29). The DSCs are
envisioned to "provide a full range of supply and transportation services
directly into the maintenance work centers” (6:1). The PACER INTEGRATE
prc_ 2m 1S planned to start on a test basis at Ogden ALC in January 1990
(291.

In addition to initiatives to simplify and integrate processes, and to
reduce inventory levels, several act. as have been taken to automate

processes where possible and cosi-effective. At Ogden ALC alone, there are
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several Automated Storage and Retrieval Systems and Mechanized Material
Handling Systems. The Automated Warehousing System (AWS) and small
parts storage warehouse (or Automated Storage Module) in the 00-ALC
Distribution Directorate are state-of-the-art examples in automated, high
density storage and distribution systems. 00-ALC has had the AWS in place
since July 1987, and the program has since spread in application to the other
ALCs in AFLC(2:17). Extensive use of conveyors and wire-guided vehicles
(both manned and unmanned) can be seen throughout the DS storage and
distribution complex. There is also a pneumatic tube delivery system that
transports smaller assets no larger than 10 x 24 inches and less than 25
pounds directly to eight MA work areas. Systems such as these place the
00-ALC Directorate of Distribution in the forefront as a leader in the
effective use of automated processes, and in realizing delivery lead time
reductions.

Another area where AFLC is simplifying, integrating and automating
inventory processes and flows is in the area of information required to track
assets from the time an order is placed until it is received by the customer.
The AFLC Logistics Management System (LMS) modernization program was
initiated to address "data processing problems in four AFLC core functions--
requirements development, acquisition, storage and distribution, and
maintenance” (24:81). Under LMS, there will ultimately be seven new
information systems linked together by two major communications syster
that will form an interactive network, placing "a wealth of diverse
information in the hands of decision-makers” (24:81).

One of the seven systems planned for development within the LMS i<

the Stock Control and Distribution System (SC&D). SC&D will result in
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reduced depat processing time and increase the ability to track and deliver
assets to end users. The system is currently planned for implementation and
Initial Operational Capability (I0C) at Ogden ALC in December 1989. The
other ALCs in AFLC are programmed to reach [OC also during FY 90 (33 ).
The primary benefits expected from SC&D include a reduction in AFLC's
pipeline inventory and a vast improvement and reduction in asset in-transit
delivery times, yielding increased aircraft availability rates and fewer lost
hours of production due to the lack of parts (24:83).

The Document Control Record (DCR) process currently included in the
SC&D data system architecture is designed to provide an on-line tracking
system for controlling all material movement between the Directorates of
Distribution (DS) and Maintenance (MA) at all the ALCs. The purpose of DCR
1S to automate signature receipting of assets through the use of bar code
technology in all of the material movement functional areas. Also, DCR
provides a central repository of receipt, issue, turn-in and shipment
auditable historical transaction images. As a result, DCR replaces manual
signature receipting with bar code scanning for more accurate and
automated material tracking. Additionally, microfilm storage of historical
transaction documents will be converted to an on-line data storage system.
While most of the required data systems and capabilities are currently in
place or nearing complete development to implement the DCR process.
adequate funding for full-scale implementation and use of DCR is not
anticipated until FY 92 (33). Additional software development and
hardware acquisitions (such as computer terminals, bar code readers and
peripheral equipment) will be required before full-scale imglementation is

pessible (331, Initiatives such as the SC&D/DCR process data automation h-..d
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much promise in‘easing the burden and increasing the accuracy involved in
collecting and analyzing appropriate lead time data. The next section

presents an analysis and evaluation of lead time data pursued for this study.

ata Analysis and Evaluation

Empirical Mean and Standard Deviation Measures, Table 3 displays
the empirical mean and standard deviation measures of in-transit deliverv
time for the six MICs sampled over the | Decemier 1‘988 to 31 May 1989
time period. The corresponding samples sizes drawn for each MIC and each
month in the sample are shown in Appendix F. As noted in Chapter III, a
sample size of 209 or more was required to estimate the population mean
in-transit time to within plus or minus 0.5 days at the 95% confidence level.
All random samples of MIC in-transit transactions exceeded the required
sample size to achieve this level of confidence. Those samples sizes marked
with an asterisk in Appendix F were the result of 100% census samples. As
noted in Chapter 11l for those MICs that had less than 251 transactions
during a given month, a 100% census of usable and matching start and stop
transactions was accomplished.

The observed values for mean and standard deviation of in-transit
delivery time presented in Table 3 should be evaluated in light of the "1.5
working day/12 working hour” delivery standard prescribed in AFM 67-1
and outlined in Chapter I. Note that the time values presented in Table 3
represent continuous clock hours and calendar days. Holidays, weekends
and other production down times (some MICs operate 24 hours a day, while
others operate only one or two shirts per day) were not distinguishable in

the G402A database. That is, the time between notification of delivery and
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Table 3. Empirical In-Transit Delivery Time Data in Days-G402A

Month
MIC

[dentifier December lanuary February March April Mav
MCC X 6593 3.550 4779 3.851 4541  4.234
s 3774 2.995 3.455 3.578 3647  3.349

MDD I 3.457 1.835 1.650 2.054 1.819 2391
s 2461 1.603 1.509 1.702 1319  1.927

MFF X 2995 1.824 1671 1.347 1525 1926
2.740 1.864 1.596 1.505 1640 1922

MBB Y 4622 3.414 2692 2.394 2204 2334
s 3.256 2413 2.457 2.023 1816  1.668

MHH I 6.152 3.531 3.543 4017 3.880  3.759
s 4.148 3.982 3271 4731 4197  3.425

MLL I 3.002 1.600 1.942 1.810 3154 2316
s 2563 1.452 1.420 1.397 3006  1.492

the actual receipt and clearance of the transaction is measured on a
continuous clock hour versus working hour, and calendar day versus
working day basis.

The first figure presented in Table 3 for a given MIC and month is the
observed mean lead time in days { or 'x"), while the number immediately
below it is the observed standard deviation in days( or 's”). For example, for
MIC MCC in Dccember, the observed mean lead time was 6.593 days, and the
corresponding standard deviation of lead time was 3.774.

A general overview of the data in Table 3 reveals that the lead time

statistics for December are somewhat higher than the other five months in
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the sample. It is believed that this is due to the many holidays and leaves
that occur among both MA and DS personnel, in addition to production draw-
downs during the winier holidays. In some cases (especially for MICs MCC
and MHH). a dramatic decrease in mean lead times was observed between
December and the subsequent months in this study. Therefore, December
lead time measures seem to be influenced by factors outside of the scope of
this study, and are not representative of the true on-base delivery system s
capability.

In general, MIC MCC experienced higher mean and greater standard
deviation lead time values by month than the other MICs. This supports the
conclusion that the aircraft maintenance area experiences higher in-transit
delivery times as measured by the G402 A data collected and analyzed in this
study. Additionally, MIC MHH was evaluated due to its relative distance
from the DS warehouse complex at 00-ALC. [t was hypothesized in Chapter
[11 that MHH would experience higher delivery lead times due to its relative
greater distance from the DS warehouse complex than the other MICs in this
study. The data displayed in Table 3 generally support this hypothesis in
that the mean and standard deviation measures for MHH are generally
higher than the other MICs, with the exception of MCC. In contrast, MIC MLL
was selected for study due to its close proximity to the DS warehouse
complex. As shown in Table 3, the lead time mean and standard deviation -
measures are lower in general for MLL than the other MICs, with the
exception of MFF. The close proximity of MIC MLL to the DS warehouse
appears to be a strong contributing factor in the lower observed in-transit

delivery times experienced by this MIC.
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Probability Distcibution-Fitting of Empirical Data, Data collected for
MICs MCC, MDD and MFF in this study were analyzed to determine
theoretical probability distributions that might adequately characterize their
in-transit delivery times. This was necessary in order to determine the
impact that both empirical and proposed reductions in mean and standard
deviation measures of in-transit delivery times had on various measures of
inventory performance. Theoretical probability distributions found to
adequately describe the data were used as input parameters to the
simulation model to provide an inventory performance baseline for further
analysis.

The last five months of in-transit delivery time data samples (January
1989 to May 1989) were combined into a single data sample for each MIC.
As noted earlier, the data collected during the month of December resulted
in mean and variance measures that were higher than the remaining months
of the sample. For this reason, December’'s mean and variance measures
were believed to be unfair characterizations of delivery lead times, and were
therefore excluded from further anaiysis.

With the remaining 5 months of data, a 10% trim mean procedure was
used to refine the data sets for each MIC. The data for each MIC were sorted
in ascending order of lead time values, and the smallest 10% and largest 10%
of the data values were excluded. This procedure yielded " 'a measure of
that is neither sensitive to outliers as the mean nor as insensitive as the
median " (22:54). The data set for MIC MCC contained 1174 observations
prior to 10% trim mean application, and 940 observations after editing. The
data set for MIC MDD contained 1220 data points prior to editing, and
resulted in a trimmed data set size of 976. Finally, the MIC MFF data set had
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1228 data points prior to editing, and 982 observation after application of
the 10% trimming procedure.

Kolmogorov-Smirnov (KS) tests were then performed on each of the
MIC's S month data sets to test the "goodness-of-fit" of 10 different
theoretical probability distributions. The AID distribution-fitting computer
program developed by Pritsker and Associates was used to test and fit this
data. Appendix G provides an overview of the KS tests performed as well
the results. In all cases, the null hypothesis was that the data sample being
tested was distributed according to the specified probability distribution,
versus the alternative hypothesis that the data did not come from the
st cified distribution. The significance level for all KS tests performed was
5%. The distribution-fitting efforts for each of the 3 MICs follow.

MIC MCC Goodness-of-Fit Tests. As shown in Figure S, the KS

test failed to reject the hypothesis that the data were from a beta
distribution with p = 3.626 days. 0 =1.848 days, @ =0.772, and § = 1.276
(the minimum point for the hypothesized distribution was 1.11 days, and the
maximum point was 7.767 days). Figure S also shows the hypothesized
Cumulative Distribution Function (CDF) of the data, as well as confidence
limits that show the rejection areas that would indicate the hypothesized
distribution was not appropriate. As can be seen from Figure 5, the CDF falls
within the confidence limits. Additionally, Figure 6 illustrates the data’s
actual relative frequency distribution with the vertical histogram bars, and
the Probability Density Function (PDF) for the hypothesized beta distribution
shown by the solid curved line. Thus, the hypothesized beta distribution
portrayed in Figures 5 and 6 was used to simulate in-transit delivery times

for MIC MCC.

79




1831 11 JO $S3aupoo9) HHIN HIIN € 24ndig

L9L°L col9 Jazda Pel'l Ol

09L2'1 = v138

2SLL 0= YHd Vv

L9l L = ANTVA WNKIXVYI

oLt L = INTVA WNWINTW

E¥8 [ = NOILVIAIJ QYVYANYLS

929 ¢ = Nv3IW
TII3IVEYd

v139 ‘NOTINGTIISIT QIZISIHIOIAH

SISIH10dAH TINN JHL ISNIVOY
ION3AIAT ITdIWYS ON S1 JY3HL

INTIVA VI LIY0 IHL NVHL SS37
SHONLSILVIS 1831 S-X 3HL

H

AHSILVIS 1631 S-
3NTVA WO1LIYD

0/¢0
’444Y)

0
0
SO0 = JONVOILINOIS 40 13A37
Ov6

3218 31dIVS

]

80




uorInQuIIsI( B19g PazISayIodAH DD DI "9 3In3ig

08/ 1 = Y139
G2, 0= YHJ4Y
L9 L= INTIVA LINLIEXYL
ottLl = INIVA WNLIINTE]
H39LINN 17130 @vm m = ND)1YIAIQ o_%owﬁﬁ
= N
9 3 s _
| - w v ¢ 7 SHILIAIVIYd
N (:ﬁ.‘_ t + + —— —+-
‘ v 13y NOTLNGIG1STd G3Z1S3HIO0d AH
L9 1 = INIVA WNITXVYL
- Q011 = INTIVA LWININTL
/// 8@ | = NOIVIAIQ Q4VANVYIS
/// 929¢ = Ny3L
SHTISIIVIC J1dlVS

LGS9°0 = HIAQIM 113D ov6

L9902 00001 7+S0°0 1S 0l
ot L LS76°0 12500 ot €
¢t 9 9¢158 0 90900 LS 18
02205 0720 9¢+0 0 I L
FOL'S b68L 0 29600 16 9
6et b 92530 LPEL O 9¢ | S
2L % 6.5 0 0800 gL w)
LOL'E 690 +901 0 001 ¢
lbt & S8S¢ 0 LLLVO L9 C
9241 6081 O 6081 0 0L} i

aNNog ANINEIEI AONINDITI AONINDIGS JIJIInN
43440 JALVYINAND ALY C3AYISI0 N0

COTLSILIVAS 1142

81




MIC MDD Goodness-of-Fit Tests. As shown in Appendix G, none

of the ten theoretical distribution adequately fit the MDD data set using the
KS test. None of the computed KS test statistics for each of the 10
distributions tested were less than the KS critical value of 0.0435 computed
by the AID program. In order to not reject the null hypothesis, the KS test
statistic computed from the sample data would have to be less than the
critical value. However, the goodness-of-fit test for the lognormal
distribution with g = 1.773 days and 0 = 1.307 came the closest to not
rejecting the null hypothesis. Additional KS tesis were conducted, as
dispiayed in Table 11 in Appendix H, to test additional mean and standard
deviation values near 1.773 and 1.307 days respectively. As shown in Table
11. none of the additional parameter sets resulted in a KS test statistic lower
than the 0.106 score achieved by the original test for iognormal fit to the
data.

As noted in Chapter 1. some researchers have determined that lead
time data is sometimes so variable that it may not fit familiar theoretical
probability distributions, or may shift arouud in no discernable pattern. [n
spite of the absence of statistically significant evidence that the MDD data is
distributed lognormally with 0 = 1.773 and 0 = 1.307, no more appropriate
probability distribution was found. Therefore, this distribution was used as
an input parameter in simulation experiments for MIC MDD. Figure 7
presents the proposed lognormal dictribution PDF used to describe the MDD
data set. Additionally, a histogram of the actuai MDD lead time data is
shown to faciiitate comparison with the proposed lognormal PDF function.

MIC MFF Goodness-of -Fit Tests. Similar difficulties were

experienced when attempting to fit theoretical probability distributions to
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the MFF data sample. As Appendix G shows, none of the computed KS test
statistics for the 10 theoretical distributions examined were less than the KS
critical value of 0.0434 computed by the AID program. The best Joodness-
of-fit test results were for the lognormal distribution with t = 1 413 days, 0
= 1.088 days, and a KS test statistic of 0.135. As before, additional KS tests
were conducted (Table 12 in Appendix H). However, none of these tests
resulted in a test statistic lower than the 0.135 score achieved by the
original test for lognormal fit to the data. Therefore, since the lognormal test
with ft = 1.413 and 0 = .088 resulted in the lowest overall KS test statistic,
and provides the best overall fit to the data of all the tests conducted, this
distribution was used as an input parameter in simulation experiments for
MIC MFF. Figure 8 presents the proposed theoretical lognormal distribttion
PDF, shown as the solid curved line, and a histogram of the actual MFF lead
time data.

To summarize distribution-fitting efforts outlined in this section,
attempts to fit lead time data to theoretical probability distributions resulted
in an adequate fit to the beta distribution for MIC MCC data. However, for
MICs MDD and MFF, none of the theoretical probability distributions
provided adequate fits to lead time data using the KS test. Previous research
efforts have determined that lead time data is sometimes so variable that it
may not fit familiar theoretical probability distributions, or may shift around
in no discernable pattern. Therefore, the theoretical probability
distributions shown in Figures 7 and 8 were used for MICs MDD and MFF as
the best available estimates of lead time distributions for each of these
respective MICs for their simulation experiments presented later in this

chapter.
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Difference Between G402A and Documented Lead Time Data. As

discussed in Chapter 11, in-transit data was collected from both off-line local
issue documents and DD Forms 1348-1A in order to compare the signature
receipt time and date with the corresponding clearance time and date from
the G402A database. A census of all MIC replenishment transactions for the
ten MICs noted in Chapter [1] was collected from the G402A database for a
two month period from 1 December 1988 to 31 January 1989. A random
sample of 251 transactions was selected using a spreadsheet-generated
random number sampling scheme. Of the 251 transactions selected, 238
were usable, complete transactions wiv: matching start and stop entries.
Personnel at 00- ALC/DSMPA then pulled the corresponding documents
(either local issue documents or DD Forms 1348-1A) so that the off-line
documents could 3¢ compared to the data available for the same transaction
from the G402A data sample.

Of the 238 off-line documents selected for the sample, only 171 had
legible dates of receipt. The time of receipt was not annotated or readable
on most of the 171 documents reviewed. Recall that a sifnilar problem with
times and dates not being annotated on issue documents was noted by Mr.
Clarke in the AFLC in-transit delivery time study outlined earlier in this
chapter. In the AFLC study, those documents without the times and dates of
receipt annotated on the documents were considered "on-time" deliveries.
For the purposes of this study, any document that reflected the same receipt
date as indicated on the G402A database was assumed to have cleared the
same time as that recorded in the G402A data. [n other words, the
difference between the two transactions was set equal to zero. Thus, the

dates of receipt indicated on the off-line documents was in all cases equal to
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or less than the date of receipt reflected in the G402A data. The time of
receipt for those transactions that showed a document clearance date earlier
than the G402A date was set at 1600 hours. This assumed that all
documents on a given date would have been signed for at least by 1600
hours or earlier on that day. With the exception of those MICs that operate
shifts and receive material after 1600, this time should reasonably reflect
the latest time during a given day that a transaction would be receipted for
by MIC personnel. However, it should be noted the estimated mean
difference presented below probably understates what might be actualiy
observed if the documents accurately reflected the data and time of receipt
by MIC personnel.

An estimate of the mean time to clear a transaction, or the difference
between G402A-derived lead time and the off-line document-derived lead
time is shown in Table 4, as well as other descriptive statistics. The mean
difference observed between the G402A lead time values and the off-line
document lead time values was 0.744 days, with a standard deviation of
1.847 days. In other words, it took 0.7 4 ~ays on average to clear a
transaction from the Depot Maintenance - 2A database after MIC
personnel physically received and signed for a replenishment order.

Figure 9 indicates that the paired difference data for the 171
transactions may not be normally distributed. The data appears to be
strongly skewed to the right. Additionally, the frequency distribution table
of the data presented in Appendix [ shows that 90% of the 171 observations

differed by 1 day or less.

87




Tabie 4. Observed Difference Descriptive Statistics

Mean Difference = 0744
Standard Deviation

of Differences = 1.847
Minimum Difference = 0.000
Maximum Difference = 12.660
Kurtosis = 19.855
Skewness = 4036

The compuied level of skewness listed in Table 4 is 4.036, indicating
that there is a significant number of daia points that lie to the right of the
mean (21:72). Kuriosis measures whether a distribution of data has "heavy
tails.” or whether the data contains some values that are extremelv distant
from the mean relative to most other values in the data set (21:72). The
computed Kurtosis statistic was 19.855, a relatively significant indication of
non-normality. The final indication of non-normality of the difference data
can be seen from the box plot of the data shown in Figure 10: 75% of the
data points lie within the interval from 0 to 0.685. The small horizontal line
connected to the box by a small vertical line represents the 90th percentile
of the data. Finally, the circles near and above the 90th percentile line are
the 17 data points that lie above the 90th percentile, indicating a significant
number of outlier data points exist in the data. Visual inspection of the
histogram and box plot, and the computed skewness and kurtosis statistics
strongly support the assumption that the observed difference data are not

normally distributed.
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In light of this finding, the application of the parametric paired t-test
is not appropriate. This test requires that the differences between two
samples be approximately normally distributed. The nonparametric
equivalent to the paired difference t-test, the Wilcoxon Signed Rank test, was
therefore used {o test whether a statistically significant difference existed
between the paired off-line document times and the G402 A database times.
The Wilcoxon Signed Rank test does not require normality of the differences,
but does require that the paired observations be independent from one
another (21:187). The random sampling scheme outlined in Chapter 1] used
to select the paired transactions reasonably assures that the paired
observations in the sample are independent. The null hypothesis was that
the mean difference between the the off-line document data and the G402A
data was 0, versus the alternative hypothesis that the mean difference
between the two samples is significantly different from 0. At anQ of 0.05,
the test statistic was computed as 689 using the SAS statistical analysis
computer package. The significance of this test statistic was 0.0001. The
nutl hypothesis is strongly rejected, and it can be concluded that the mean
difference between the documented lead times and the G402A lead times is
significantly different from 0.

Thus, the mean difference of 0.744 days was used to estimate the
amount of time between signature receipt and clearance of the document on
the G402 A data system. To correct for this time lag, in the simulation 0.744
days were subtracted from delivery lead time values generated according to
hypoihesized probability distributions.

Table S shows the hypothesized reductions in mean delivery lead

times (based on Table 3) that would result from subtracting the estimated
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Table 5. Revised Mean In-Transit Delivery Time Data

Month
December lanuary  Februvary ~ March April

MIC

Identifier
MCC 5.849 2.806 4.035 3.107 3797 5.490
MDD 2713 1.001 0.906 [.310 1.075 1.647
MFF 2.251 1.080 0.927 0.603 0.781 [.182
MBB 3.878 2,670 1.948 1.650 1460 1590
MHH 5.408 2.787 2.799 3.273 3136 3015
MLL 2.258 0.856 1.198 1.066 2410 1572

0.744 davs required to clear a transaction from the G402A database. It is
interesting to note that when the 0.744 days estimated time to clear a
transaction is subtracted from empirical mean delivery in-transit times
presented in Table 3, approximately 36% of the monthly averages fall below
HQ AFLC's 1 S day delivery time standard. However, based on the G402A
lead time data, even after subtracting out the lag time for clearing the
transacticn, near'v 64% of the monthly delivery time averages still exceed
HQ AFLC delivery time standards. The next section describes how the
cmptrical in-transit delivery time data were incorporated into the simulation

experimental design.

Simulation of In-Transit Delivery Time [mpact

In accordance with the simulation experimental design described in

Chapter II1, simulation experiments were conducted with varying levels ol [3

9>




values (Days Between Requests, DBR). A values {(Units Per Request, UPR),
O&ST mean and standard deviation measures, and theoretical probability
distributions of O&ST. Observed O&ST mean and and standard deviation
values, and appropriately fitting " theoretical probability distributions
discussed earlier in this chapter were used to generate random 1n-transit
delivery times (O&ST values). The 0.744 days average difference between
signature receipt and G402A clearance of the transaction was subtracted out
from O&ST values generated in simulation experiments. Resulting
performance measures of LIFR, UFR, average number of backorder-days per
vear and backordered units per year, and average ou-hand inventory levels
in units were collected to describe the impact that various demand and Q&ST
parameters have on MIC inventory stockage performance. Simulation

results and analyses are presented. by MIC, in the following sections.

MIC MCC Simulated Inventery Performance. The resulting simulated

inventorv performance for MIC MCC is illustrated in Table 6. The A vaiue
was fixed at 2 units per request for MIC MCC simulations. The 0&ST, or in-
transit delivery times, were drawn from a beta distribution where g = 3.626
days, 7 = 1.848 days, @ =0.7752,0 = 1.276, a minimum of 1.11 days, and a
maximum of 7.767 days as discussed previously. |

The average numb~: of units requested during each simulated six

month stockage period decreased significantly as the f§ values increased.

The LIFR and UFR decrease significantly as the [ increases. This is

probably due to the 15/7 inventory policy, which does not perform well in

terms of LIFR and UFR for infrequently demanded items. The average on-

hand inventory levels for each value of [ indicate that items with higher

frequency of demand will be stocked at higher levels and available in the

93




Table 6. MIC MCC Simuiated Performance Measures. A = 2. and Beta-
Distributed In-Transit Delivery Times

Average Average Average
Units LIFR  UFR Backorder-Days Backorders On-Hand
)BR l(il Requested _{%! {2 lper ygg[) '!!ml%}[ﬁ@[’ Ipvenlory
) 1260 956 9653 10.67 69 714
12 J19 845 8958 845 60 2061
110 38 00 4583 971 47 0.97

MIC more often than those items with lower frequency of demand. For
example an item with 3 equal to 3 wil! have an average on-hand inventory
of 7.14 units. which as indicated by LIFR measures is adequate to fully meet
demand 95.6% of the time. An1tem with J equalto 110 on the other hand.
displays significantly degraded performance. The average on-hand
inventory for an item with § = 11015 0.97 units, which results in a 0.0%
LIFR The 0.0% LIFR implies that no demand was filled to the full amount
requested when § = 110. The average on-hand inventorvy was onlv able to
paruallv f1ll 45.83% of the demands with on-hand stock in the MIC. as
indicated by the UFR. ‘

The average number of backorder-days per year (or the total number
of days required for backorders to be filled), and the average number of
backordered units per vear are influenced by a MIC stockage policy that
does not adequately allow for volume or variability of demands” or when
the O&ST from DS of replenishment issues is high (as shown in Table S for
MCCH aceording to McBride 122670 [t is interesting to note that while the

.IFR and UFR are much higher for frequently demanded items in M MCC,
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their average number of backcrder-days and backordered units are higher
than for less frequently demanded items. Table 6 represents a baseline for
future inventory performance comparisons. The combination of high O&ST
values with the 15/7 inventory policy (which relies heavily on expedient on-
base deliveries) results in less than desirable performance except for items
demanded extremely frequently.

MIC MDD Simulated Inventoryv Performance. Table 7 shows the

simulat~d inventory performance for MIC MDD. The A value was Poisson-
distributed with a mean of 6 units per request for MIC MDD simulations.
The O&ST in this case were drawn from a lognormal disiribution with b =
1773 days and ¢ = 1.307 days.

Table 7. MIC MDD Simulated Performance Measures. 4 = 6, and
Lognormally-Distributed [n-Transit Delivery Times

Average Average Average

Units LIFR  UFR Backorder-Davs Backorders On-Hand

DBR () Requested (%) (%) (per vear) funits/year) Inventorv
"3 3781 977 9858 7.39 38 22.99
28 40.6 281 5673 42.45 10.6 365
110 10.4 83 3344 15.24 45 1.56

Similar to the results seen for MIC MCC. the average number of units

requested per six month simulated stockage period decreases significantly as

the § values increase. reflecting that the less frequent demands (110 DBR/

result in fewer overall units requested. LIFR and UFR decrease significantly

as the [} increases. This is once again attributable to the [5/7 inventoryv

policy, which does not perform well in terms of LIFR and UFR for
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infrequently demanded items. The average on-haad inventory levels for
each P value indicate that more frequently demanded items will be stocked
a. higher levels and available in the MIC more often than less frequently
demanded items.

Compared to the MIC MCC results, the lognorma. lead umes and A = 6

result in a higher numbers of backorder-days per vear and backordered
units per vear for the medium and high  values. In the medium DBR range,
the resuiting average on-hand inventory of 3.65 units cannot adequately
meet demands averaging 6 UPR, as indicated by the lower LIFR, UFR, and
degraded backorder performance measvres. Again, as noted by McBride.
relatively long O&ST values, as well as the 15/7 doy stockage policy are
unable to provide adequate support for nigher volume (greater UPR} or

variable demands (22:67).

MIC MFF Simulated Inoverntory Pecformance. The resulting simulated
inventory performance for MIC MFF is shown in Table 8. The A value was

Poisson, and fixed at 9 units per request for MIC MFF simulations. The O&ST
values were drawn from a lognormal distribution described by b = 1.413
days and 0 = 1.088 days.

Similar to the results seen for MICs MCC and MDD. the average

number of units requested per six month simulated stockage period

decreases significantly as the [} values increase. LIFR and UFR also
decrease significantly as the B increases. This is once again attributed to

the higher UPR and the [5/7 inventory policy. Likewise, average on-hand

inventory levels for each value of P indicate that more frequently

demanded items are stocked at higher levels and available in the MIC more

often than less frequently demanded items. The average on-hand inventory
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Table 8. MIC MFF Simulated Performance Measures, A =9, and Lognormally-
Distributed In-Transit Delivery Times

Average Average Average
Tnits LIFR  UFR Backorder-Days Backorders On-Hand
DBR i) Requested (%) (%) (per year) (units/year’ Inventory
9 191.4 839 9262 2185 77 1381
22 R1.2 345 6758 48.40 125 672
110 15.8 25 2624 18.07 4.6 2.07

for an item with § = 110 is 2.07 units, which results in a 2.5% LIFK. and 1s

only able to fill 26.24% of the demands (either fully or partially) with on-
hand stock in the MIC,

The higher A value of 9 UPR ias compared to MIC MDD results in a
higher numbers of backorder-days per vear and backordered units per vear
for the medium and high B values In the medium DBR range. the average
on-hand inventory of 6.72 units is inadequate to satisfy demands averaging
9 UPR, as indicated by the lower LIFR, UFR, and degraded backorder
performance measures. A similfar situation with inadequate average on-
hand levels existed for MIC MDD as well. Again, as noted by McBride, long
0&ST vilues, as well as the 15/7 day stockage policy are unable to provide
adequate support for higher volume or variable demands (22:67). The
problem is exacerbated in the case of MFF due to the significantly higher

UPR of 9, refative to MIC MDD.

Intermediate Summary

Each of the MICs tested in the simulation experiments described above

provided varying levels of inventory support. depending upon the B, A, and
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0&ST parameters used to characterize the inventory environment in each

respective MIC. For frequently demanded items (those with low } values),
results indicated that the 95% LIFR goal could only be reached in two of the
cases. These cases were for MIC MCC with a [} of 3 days, and for MIC MDD
with a § of 3 days.

In all cases tested, as ihe B value increased, poorer filf rate
performance resulted. Additionally, average on-hand inventory decreased
in all cases as well The average number of backorder-days and
backordered units were much higher for the medium DBR range items for
MICs MDD and MFF. This indicates that A . or the units per request, was also
an influential factor in the inventory system's performance. Therefore. the
15/7 day inventory policy, the A value, as well as the proposed O&ST
parameters tested are important contributors to degraded inventory
performance (especially for medium and low frequency of demand tems).
The focus of this study remains. however, the impact of in-transit deliverv
times upon inventory system performance The next section examines
several statistical process control tools that may be useful in managing in-

transit delivery times.

ualjt t
This section examines the applicability of quality control, continuous
process improvement and variance reduction concepts. Several of the tools,
techniques and concepts for improving the quality of a process such as the
in-transit delivery of MIC replenishment orders at 00-ALC were described in
Chapters IT and I11. The application of SPC and control charts is the main

tool examined in this analysis. The primary objectives of this analysis were

98




to examine the feasibility of using SPC and control charts to identify
potential areas for reducing the overall mean and variance of in-transit
delivery time, and to show show some of the delivery time trends that merit
the attention of a PAT team to resolve and improve the overall process.

Elementary SPC Chart Analysis Overview. As discussed previously, a

control chart provides a graphic comparison of process performance data to
computed ‘control limits” that are drawn as upper and lower boundary lines
on the chart (18:228). When the actual variation of a process exceeds the
control limits, it is a signal that assignable causes of variation other than
random variation have entered into the process. These assignable causes
should be investigated, corrective actions taken, and the process modified to
reduce the variation (18:290). Opportunities to continuously improve the
process under analysis may be identified and exploited in this way.

There are four basic types of control charts noted by Juran and Gvrna.
though many variations of these four basic types of tools have been
developed (18:290). The X (or "X-bar") chart is based on averages of
measurements in a sample of data. and is used to examine the average
measures of the "aim,” or centering of a process measurement (18:290]). R-
charts display the range (or the diffet;ence between the highest and lowest
value) within a sample of measurements, and are used to measure the
variability around the aim of the process. A third basic type of control chart
is the c-chart. The c-chart is designed to examine the number of items
within a sample that are defective, or unacceptable when evaluated against
some criteria of acceptable quality (18:290). For instance, when analvzing
the in-transit detivery process, a "defective” in-transit delivery would be one

with a lead time exceeding 1.5 days. Finally, the fourth basic type of control
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chart is the p-chart, which tracks the percent considered defective within a
given sample of measurements (18:290). Examples of each of these differing
control charts are discussed in a later section of this analysis.

Juran and Gryna outline six basic steps that can be followed to set up
controf charts to analyze a process (18:336-338). First, choose the
characteristic to be scrutinized and charted. The characteristic should be a
process variable that contributes significantly to the end product’s quality.
The second step is to select the type or types of control charts that provide
the necessary analysis capabilities. Third, decide the “centerline,” or process
aim to be charted, and the basis for calculating the control limits (18:3361.
Averages based on actual past data, or desired values can be used to
establish the centerline. The fourth step is to choose a ‘rational subgroup to
analyze (18:337). Each point on the chart should represent a subgroup, or
sample consisting of several units of a product that are similar in some way.
For instance, the data within a subgroup may all be measurements from a
certain machine or work area, or may be from a given day or week. The
fifth step is to develop a system for collecting the necessary process data
required to diagnose and improve the process. If the control charts are to be
used as day-to-day tools in the shops and work areas, they must be simple
and convenient to use. The measurement methods used to provide the
necessary data should be as simple as possible, made error free, with prompt
and reliable process data collection as the end result. The sixth step outlined
by Juran and Gryna is to calculate the control limits, and to provide specific
instructions on how to interpret the results. Also, the actions to be taken by

personnel involved with the process to address problems and opportunities
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for continuous improvement should be specifically outlined as part of this
final step (18:3371).

The characteristic examined in this analysis is the in-transit delivery
time. For illustrative purposes, only one MIC sample for one month was
analyzed to show the applicability of control charts as a process
improvement tool. Empirical measures of mean and standard deviation of
in-transit delivery times presented earlier in this chapter indicated that MIC
MCC generally experienced higher mean lead times than the other MICs in
this study. Figure 11 displays the mean and standard deviation measures of
delivery times observed for MIC MCC over the six month study period. It
can be seen that February resulted in the highest relative measures of lead
time mean and standard deviation, with the exception of the values from
December. Recall that December data was believed to be heavily influenced
by holidays, leaves, and production draw-downs, and therefore may not be
truly reflective of the in-transit delivery process. Therefore, February data
was chosen as the focus for the control chart demonstration.

The observed lead time data sample from MIC MCC for February
consisted of 242 data points. All four of the control charts described earlier
are developed and reviewed below. The center lines for all the charts are
averages computed from the sample data. The rational subgroup (or sample
size) was set at 11 data points per sample so that 22 total samples would be
included in the analysis. The 242 data points were sorted in ascending order
of transaction start time and date. [n other words, the transactions were
sorted in the order in which the D033 notified the G402A data system that
the asset was in-transit. Again, the rational subgroup of 11 data points per

sample was chosen more for convenience and illustrative purposes so that
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22 samples of 11 data points each could be considered in this analvsis. A
PAT would evaluate and assign a rational subgrouping of data to meet their
particular circumstances and analysis purposes. The February MCC data
points. sorted into 22 samples can be seen in Appendix |, along with the
computed —Y’ R, number defective and percent defective values. Each of the
four tvpes of control charts using the MIC MCC February data sample are
described in the following sections.

X-Bar Chart Analysis. Figure 12 displays the X-bar control chart for

the February MCC in-transit delivery time data. The Upper Control Limit

{UCL) and Lower Control Limit (LCL) were computed using the following

formulas: _
UCL =X + A7 (R) 14)
LCL =X~ A, () 5
where |
-Y—' = Grand average, or average of the sample averages
R = Average of the sample ranges

A, =Constant for computing _)-(_control limits (18:2911

The A, constant can be found in Table I of the appendix of Juran and

Gryna's Qualily Planning and Analysis (18:611). Tables of these constants
are widely used and are commonly found in any text or handbook on quality
control analysis. From this table, the A, value for a sample size of 11
observations is 0.285. The ? = 4.779. and the R value = 8.299. The resulting
UCL using Eq (4) was 7.145, and the resulting LCL using Eq (5) was 2.414.
The UCL and LCL. fcenterline, and 22 sample data points are shown (n

Figure 12.

103




eleq SWIL peaT JDW DI J0J 1JeYD Jed-X 'Z13an81y

d38WNN 3T1dINYS .
0c Ol 0

dva-dvg-X
dvd-x 107
dvg-X 10N

Syvg-X

bt

0l

19VHI 4vg-X

SAVQ NI 3WIL av3T

104




Tt process as shown in the X-bar control chart is highly variable,
with the third and fifth sample data points exceeding the UCL of 7.145 days.
Also, the fourth sample data point is just below the UCL. These samples
include lead times that can be stronglv considered as having assignable
causes of variation, and should be investigated so that the causes can be
determined, corrected, and lessons learned applied to continuously
improving the process. Also, the "sawtooth” pattern of data points for
samples 6 through 15 highlight additional variation around the mean
centerline value. Even though these samples are within the control limits.
process improvement may be possible if the assignable causes for this "up-
and-down’ variation can be determined and corrected. Again, the lessons
learned may improve the overall delivery process. Finally, the last 8
samples displayed on the chart indicate a strong trend in decreasing lead
times as the process begins to approach the LCL of 2.414 days. Members of
a PAT could investigate why the process is apparently improving in such a
drastic manner. [f assignable causes could be determined, the deliverv
process may be improved further. Thus, both extreme'y high and extremely
low in-transit delivery times should be investigated, assignable causes
determined, and the process improved so that a more consistent and better
performing delivery capability is forged.

R-Chart Apalysis. Figure 13 displays the resulting R-chart for the
February MCC in-transit delivery lead tume data. The Upper Control Limit

(UCL) and Lower Control Limit (LCL) were computed using the following

formulas:
UCL = D fR) Ty
LCL = D3 (R (71
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where

R

Dg. Dy = Constants for computing R-chart control limits (18:2911

Average of the sample ranges

The Dy and D; constants can also be found in Table | of the appendix

of Juran and Gryna's Quality Planning and Analysis (18:611). From this

table, D4 for a sample size of 11 observations per sample is 1.744, and D_; for
the same sample size 1s 0.256. As before, R =8.299. The UCL using Eq (6)
was 14.473 days, and the 1.CL applying Eq (7) was 2.125 days. The UCL and
LCL, R centerline, and 22 sample data points are shown in Figure 13.

The process as depicted in the R-chart is also highly variable. with a
sawtooth pattern appearing in the first seven data points. Additionally. the
third and fifth sample data points exceed the UCL of 14.473 days. These
samples include deliverv time range values that can be strongly considered
as having assignable causes of variation, and should be investigated so that
the causes can be determined. corrected, and lessons learned applied to
continuously improving the process. Samples 12 through 16 exhibit a
dramatic decrease in range over time, approaching the LCL of 2.125 davs. [If
investigated, and assignable causes are found, process improvement
opportunities may acise. Finally, the tast 3 samples displaved on the chart
indicate a strong trend in increasing delivery time range values. Members
of a PAT could investigate why the ranges are oscillating in such a drastic
manner. Again. both extremely high and extremely low in-transit delivery
time range values should be investigated, assignable causes determined. and
the process improved so that a less variable and better performing delivery

capability i1s developed.
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Number of Defects (c-Chart; Analysis. Figure 14 displays the c-chart

for the February MCC in-transit delivery time data. The criteria for a
“defective” delivery was set at 1.5 days. Any in-transit delivery time that
exceeded 1.5 days was counted as a defect in accordance with the 1.5
day/12-working hour deliverv time criteria discussed in Chapter I. The
centerline for the c-chart is represented by ¢, or "c-bar.” The following
formula is used to compute c-bar:

= (a/b) | (8
where

¢ = Average number of defects per sample

a = Total number of defects in overall sample. or 220

b = Number of samples, or 22 (adapted from 18:344)

The resulting ¢-bar computed from Eq (8) was 10. The Upper Control
Limit +UCLY and Lower Control Limit (LCL) were computed using the
following for mulas:

(9
LCL=c-3(e)' (10!
where

¢ = Average number of defects per sample (18:344)

The UCL using Eq (9) was 19.487 defective units, and the LCL
applyving Eq (10) was 0.513 defective units. With only 11 data points in a
samp.2. the UCL of 19.487 is of little analytical value, and the LCL was
effectively equal to 0. Because of the high c-bar value relative to the sample
size, the process control limits computed based on the sample data indicate
that the process would be constdered in control if all 11 deliveries in a given

sample were defective fgreater than [.5 daysl.
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Since 14 of the samples each contained 1! 'defective” lead time
values, ¢-chart analysis in this case does little more than to highlight that the
1.5 day delivery standard is much too stringent for the current delivery
process capability. However, a PAT might benefit by looking more closely at
the last three samples on the chart. There is a sharp decline in the number
of defective (or late deliveries) at these paints. This decline corresponds to
the decreasing deliverv time trend indicated in the last four data points
portrayed in the x-bar chart shown in Figure 12. The last four samples of
lead times should be scrutinized and exploited for delivery process
improvement opportunities.

Percent Defective (p-Chart) Analysis. Figure 15 displays the p-chart

for the February MCC in-transit delivery time data. The criteria for a
‘defective” delivery was set at 1.5 days. Any in-transit delivery time
exceeding 1.5 days was counted as a defect. The centerline for the p-chart is
represented by p, or ‘p-bar.” The following formula is used to compute p-
bar:
p =(a/b) (L1
where
D = Average fraction defective per sample
a = Total number of defects in overall sample, or 220
b = Total number of items in sample. or 242 (adapted from 18:339)
The p-bar computed from Eq (11) was 0.909, or 90.9% defective. The
Upper Control Limit (UCL) and Lower Control Limit (LCL} were computed
using the following formulas:
'CL
LCL

i

p-301pit-pin)t’? (12)

]

p-30iptl-pyart s (13)
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where

p = Average number of defects per sample

n = Average number of items in a sample, or 11 (18:344)

The UCL using Eq (12) was 116.991% defective, and the LCL applying
Eq (13) was 64.909% defective. As was seen with the ¢c-chart outlined
earlier, the UCL of 116.9914% is of little analytical value. The process control
limits computed based on the sample data indicate that the process would
still be within the control limits if over 100% of the deliveries were defective
(greater than 1.5 days).

As indicated for the c-chart, p-chart analysis does little more than to
highlight that the current delivery process cannot meet the desired
capability standard of 1.5 days delivery in-transit time. As shown in Figure
15. 14 of the 22 samples are 100% defective with respect to the 1.5 day
delivery criteria. However, process improvement opportunities may be
available by looking more closely at sample point 13, and sample points 20.
21 and 22. These points display a sharp drop in the percentage defective
deliveries, indicating significantly improved delivery performance. This
decrease in percentage defective is matched by a corresponding decline in
the number of defects on the c-chart in Figure 15, and a decrease in lead
time sample means on the x-bar chart in Figure 12. Once again, these
declining lead time trends mean that assignable causes may be detectable,
and applicable to improving the overall delivery process capability.

Applicability of Continuous Process [mprovement Principles. In the
preceding control chart analysis of lead time data, the process does not
appear to be "in control” when evaluated in light of the 1.5 day deliverv time

standard. The reader may be concerned that applying continuous process
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improvement principles such as SPC, variance reduction, QP4 and PAT the

concepts are not feasible or applicable for the MIC replenishment delivery

process if it is indeed "out of control.” However, as Juran and Gryna point

out.
In practice, the original control-chart analysis will often show
the process to be out of statistical control (1t may or may not be
meeting product specifications). However, an investigation may
show that the causes cannot be economically eliminated from a
process. Strictly speaking, a process capability prediction
should not be made until a process is in statistical control.
However, some comparison of capability to product tolerances
lor desired target values, such as 1.5 day delivery lead times]
must be made. The danger in delaying the analysis is that the
assignable causes may never be eliminated from the process,
and the indecision will thereby prolong the interdepartmental
bickering on whether ‘the tolerance is too tight’ or
manufacturing [is] too careless. (18:295)

In other words, the delivery process must be confronted. analyzed and
continuously improved until the desired capability is obtained, regardless of
the perceived difficulties or systematic problems that appear to block the
path to continuous process improvement. The principles of QP4. variance
reduction, and the formation of a PAT composed of MA and DS personnel
involved with the delivery process at 00-ALC (and at the other ALCs as well}
may be the only means to effectively improve the process capability.

The biggest hurdle to implementing SPC and other quality control tools
and techniques in improving the delivery process is that the current in-
transit delivery time data collection methods are inadequate. The researcher
has spent over three months 1o collect, transform and analyze data from the
G402A database and off-line issue documents. The data was nearly three

months old before any earnest analysis was accomplished. This 1s not
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conducive to the day-to-day analysis and controf of the delivery process that
would be required to highlight assignable causes of variation as they occur.
and to address problems or opportunities for improvement. Currently, the
ALCs have no svstem to collect the needed lead time data in a form that is
accurate and promptly available to the members of a PAT to effectively
analyze the process.

Additionally, the reliability of the data would be improved if the data
-was available from an automated system, such as the SC&D and DCR systems
discussed earlier. [t was shown that a significant difference exists between
the lead times currently maintained on the G402A and the lead times
derived from local issue documents, perhaps by as much as 0.744 days on
average. Also, the in-transit delivery time data are not aggregated or
stratified to measure the different components that contribute to the overall
lead time (or order cycle time) between order shipment from DS to order
receipt by MA, as described by Stock and Lambert, and Tersine. It would be
much more useful if data were available méasuring the amount of time in-
transit material spends at different points in the delivery process. For
example, the T4 (goods transit time from supplier) and TS (in-house goods
preparation time by the receiving organization) lead time components shown
in Figure 1 and described in Eq (1) would yield valuable information in
reducing excessive delivery times if accurately measured. More effective
analysis in identifying where the "logjams” or "bottlenecks” are in the
process, and improving the overall process would then be possible.
However, evaluating only the time between when an order is initiated by DS
and finally received at the MIC leaves many questions unanswered about

what has happened to a given in-transit order within that time period. An
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automated system such as those described earlier in this chapter is the only
practical way to collect, maintain, and provide the required transaction data
on a prompt, usable and reliable basis.

Nonetheless, in spite of the inadequate measures of lead time
available with current data collection methods, the application of quality
control principles may be the only means available to address the current
delivery system'’s inability to meet the desired 1.5 days performance
criterion. The consequences of inaction are that the process may never be
improved to the point of being capable of achieving the desired capability.

Any PAT team applying many of the quality control, QP4 and variance
reduction principles and tools described in Chapter II and II] (and discussed
above), would have to address and resolve difficulties in delivery time data
collection as an initial step. The PAT would have to do a thorough review of
what data are required at what level of detail in order to effectively
measure the key variables of the delivery process. This includes, as a start,
a stratification of the delivery time data collected so that the time
replenishment orders spend in each stage of the order cycle can be collected,
retrieved and analyzed. A PAT could also provide valuable insight and help
assure the success of upcoming process improvement initiatives at 00-ALC
such as the PACER INTEGRATE program, and the SC&D implementation. A
PAT with members from all applicable work areas in MA and DS would
ensure that these initiatives could improve material support to Depot
Maintenance activities. The next section presents simulation experiment
analysis on the effects that reduced mean and standard deviation values of

in-transit delivery times have on inventory stockage performance.
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Impact of Reduced Mean and Variance of In-Transit Delivery Time

The purpose of this final analysis was to analyze the effects that
projected reductions in mean and standard deviation values of in-transit
delivery time would have on simulated inventory performance in the MIC.
This analysis focused on MIC MCC since this was the only MIC investigated
where an adequate fit to a theoretical probability distribution was obtained
for the in-transit delivery time data. Proposed reductions in empirical lead
time mean and standard deviation values of 10, 20 and 50% were analyzed.
In order to better understand the effects that reduced mean and standard
deviation values of delivery lead time have on simulated inventory
performance, a brief examination into how these reduced values effect the

shape and appearance of the hypothesized beta distribution is discussed

first. Then, simulated LIFR results for the MIC MCC for an item where A = 2,
and B =12 are presented and analyzed using the hypothetical 10, 20, and
S0% reductions of mean and standard deviation of in-transit delivery time as

the main input parameters of interest.

Impact on Beta Distribution Parameters, Shape and Appearance.

Reducing the mean and standard deviation measures of in-transit delivery

time drastically changes the heta distribution's @ and B parameters, as well
as the shape of it's corresponding PDF curve. Applying the methodology
described in Appendix K, alpha and beta parameters for a beta distribution
were computed for various hypothetical levels of mean and standard
deviation of in-transit delivery times. The minimum and maximum points of
the distribution parameters computed were held constant at 1.11 and 7.767
days, respectively, as observed from the MIC MCC data set. [t should be

noted that by changing the original mean and standard deviation values, the
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underlying characteristics of a distribution can change drastically. The
minimum and maximum points may shift to lower values as a result of
reducing the mean and standard deviation. However, to simplify analysis of
reduced mean and standard deviation effects on beta-distributed lead times,
the minimum and maximum points were held constant.

Table 9 shows the corresponding @ and [ parameters for the beta
dicteibution when the in-traasit delivery time's mean and standard

deviation are reduced by 10, 20, or 50% either exclusively or in combination.

Table 9. Alpha and Beta Parameters for MIC MCC

Standard Deviation of Lead Time in Davs {( o)

1.848 (Actual) 1.663(-10%) 1.478 (-20%) 0.924(-50%}

Mean Lead

Time in

Days (p)

3626 Q 0.7752 1.0459 1.4247 4.2342
(Actual) § 1.2760 1.7214 2.3448 6.9689
3.263 Q 0.5949 08106 1.1123 3.3499
(-10%) B 1.2446 1.6958 2.3268 7.0080
2901 Q 0.4175 0.5788 0.8043 2.4772
(-20%) B 1.1344 1.5725 2.1852 6.7304
1.813 9 0.0238 0.0542 0.0967 0.4121
-50%) B 02018 0.4593 08193 34964
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For example, the new @ and [ parameters when the mean in-transit
delivery time is reduced by 50% (1.813 days) and its standard deviation is
reduced by S0% (0.924 days) is shown in the lower right corner of the table.

The above combinations of mean, standard deviation, alpha and beta
parameters were input into the AID distribution-fitting program. Appendix
L presents graphically how the beta distribution's PDF curve responds as the
input parameters varyv. Figure 16 shows the original hypothesized veta
distribution fit to the original 5S-month data sample for MIC MCC. In Figures
17-31, the hypothetical PDF curves resulting from mean and standard
deviation reductions are portrayed by the broken lines superimposed over a
histogram of the original 5-month data sample for MIC MCC.

In reviewing the diagrams displayed in Appendix L, it is quite evident
that reductions in mean and standard deviation can dramatically impact the
shape of the PDF curve. [t is especially evident for reductions of 50%. For
example, the original, or actual data PDF curve appears more normally or
lognormally distributed as the standard deviation is reduced to S0% of the
original value (Figures 17 to 19). As the mean is reduced to 50% of the
original value, the resulting PDF curve becomes "U-shaped” (Figures 20. 24
and 28). With both the mean and standard deviation reduced to 50% of the
original values, the PDF curve appears exponentially distributed (Figure 311
The change in shape of each of these PDF curves also suggests that randomlv
generated lead time values based on hypothetical reductions in the mean
and standard deviation of lead time can be quite different than those
generated from the original empirical distribution. Thus, when reductions
in etther the mean or standard deviation of lead time (or both) can be

achteved, they may have profound impacts upon delivery system
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performance. In the next section, simulated inventory performance based
on the various proposed reductions of in-transit delivery time mean and
standard deviation values is analyzed.

Simulated Impact on Stockage Performance. The LIFR performance

results of simulation experiments for MIC MCC with the proposed reductions
in mean and standard deviation of lead time are presented in Table 10.

Recall that the baseline simulated LIFR performance in MIC MCC for an item
~with B =12, andA = 2 for the actual lead time p = 3626 daysand 0=

1.848 days was 84.3%. This value is shown in the uppermost left cell of

Table 10. This value and the other simulated values in Table 10 should be

Table 10. LIFR (%) Performance for MIC MCC for Reduced p and 0 Values

Standard Deviation of Lead Time in Days(o)

1.848 (Actual) 1.663 (-10%) 1.478(-20%) 0.924(-50%"

Mean Lead

Time in Days(y)

3.626
{Actual) 84.3 84.3 ' 84.2 82.3

3.263
i-10%) 84.0 85.4 86.0 84.5

2.901
(-20%) 89.6 87.0 89.6 86.0

1.813
(-50%) 94.1 95.0 94.4 92.5
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compared to the 95% LIFR objective that has been established for MIC
stockage pertormance.

Table 10 shows that as the mean is decreased from the original value
by 10, 20 and 50%, a steady increase in LIFR results for all values of
standard deviation (except once when b = 3.263 and 0 = 1.848). The
improved LIFR performance can be seen by examining each column of data
from top to bottom. In most cases where a S0% reduction in the mean lead
time was examined, the resulting LIFR increased an additional 10% over the
original value of 84.3%. This implies that for MIC MCC, where delivery times
are beta-distributed, much improved LIFR performance can result if efforts
are made to reduce the mean in-transit delivery times. Though only one
case actually satisfied the 95% LIFR objective, improved MIC supnort results
by decreasing the mean of in-transit delivery times.

The impact that reductions in standard deviation have on LIFR
performance is not as evident from reviewing Table 10. In fact, LIFR
appears to decrease in many cases as the standard deviation values are
decreased by 10, 20 and 50%. Recall the effects that reduced standard
deviation values had on PDF curves displayed in Appendix L. Reducing the
standard deviation by S0% produced PDF curves that sometimes appeared
normally, lognormally, or even exponentially-distributed. As the variance is
reduced, some deliveries occurring in the left-hand tail of the PDF are lost.
This is unfortunate, since these unusually short delivery times result in more
stock being available on the MIC's shelves. The net result for the simulation
experiments displayed here is that reducing the mean delivery time has

much greater impact than reducing the variance.
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While reducing the standard deviation drastically affects the possible
values of lead times drawn from the specified beta distribution, no firm
conclusion can be drawn on the effects that reduced standard deviations
have on LIFR. However, improved LIFR performance is likely to result over
that observed for the original mean and standard deviation parameters
when the mean lead time is reduced. This implies that reductions in mean
lead time will allow the [5/7 day inventory policy to provide improved

sgpport when in-transit delivery times are beta-distributed.

Chapter Summary

Chapter 1V has examined several areas. First, the existing standards
for in-transit delivery times. and how they were developed, were examined.
Recent initiatives within AFLC, either planned or in-progress. to improve
inventory management by integrating, automating and simplifying the
overall process were then discussed. Next, empirical measures of lead time
mean and variance were presented. Appropriately-fitting theoretical
distributions were then proposed to fit the lead time data. After that. the
difference between the G402 A-maintained in-transit data and off-line issue
document in-transit lead times was examined. Next, simulation experiments
were analyzed that derived estimated inventory performance measures for
various demand and in-transit delivery time parameters. SPC and the
principles of continuous process improvement and variance reduction were
shown to be useful for identifying potential areas to reduce the mean in-

transit delivery time of assets to achieve the desired 1.5 day delivery time

goal. Finally. additional simulation experiments demonstrated that reduced




mean delivery times results in improved inventory performance and
material support for maintenance work centers.

The next chapter summarizes this research effort, and presents
conclusions drawn from the findings and analysis. Next, methodological
1ssues concerning the various research activities conducted are considered.
Then, some suggested areas for follow-on research efforts are proposed.
Finally, recommendations based on research analysis. findings. and

conclusions are presented.
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Research Summary

As noted in Chapter [, there has been strong emphasis from HQ AFLC
to reduce stock levels in MICs at the ALCs. No more than 15 days worth of
stock 13 authorized for stockage in the MICs for direct material, regardless of
the ERRC (either XB3, XF3, or XD2) assigned to an item, and regardless of
whether the item s an investment or expense asset. The reorder point was
not specifically outlined in recent AFLC guidance, except that replenishment
should occur when the on-hand stock is "half-gone or earlier, if experience
indicates additional order and ship time is required” (8:49). This policy
implies that the 15/7 day inventory policy studied throughout this thesis is
affected by stock replenishment in-transit delivery times. Excessive or
highly variable in-transit delivery times can result in degraded inventory
support in light of recent reductions in authorized MIC stockage levels.

As a starting point, the existing in-transit delivery time standards
established in AFM 67-1 were examined. The "12-working hour/1.5-
working day" standard for delivery priority 6 MIC stock replenishment
orders was not established as a result of an eiaborate delivery system
capability study at the ALCs. Rather, it was based on a heuristic judgement
on what would be an adequate time frame for asset delivery from DS to MA.
No formal study has been conducted on what the standards should be to
provide adequate support to on-base customers. A study is under way at HQ
AFLC to determine what in-transit delivery times are being experienced at
the five ALCs. The HQ AFLC study, which includes all delivery priorities

from ! to 6, will attempt to determine what the current capability is, and
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what delivery time standards should exist. Also, . is inieresting to note the
issue documents sampled in the AFLC study were rarelv annotated with the
time and date of receigt by MA personnel, which makes it difficult at best to
track in-transit delivery times on a reliable basis.

Several initiatives are planned or on-going within AFLC to address
problems with excessive in-transit delivery times. The recent decrease in
maximum stock levels authorized in the MICs (the 15/7 inventory policy)
reflects partial adoption of the just-in-time philosophy and its associated
emphasis upon prompt delivery times. Excessive inventory levels can hide
operational inefficiencies (such as slow delivery times), and result in
increased inventory carrying costs. Eliminating or reducing what might be
unnecessary stockage of parts requires improved overall operating
efficiency, including the timeliness of stock replenishment deliveries.

The PACER INTEGRATE initiative was briefly described in Chapter 1V.
The test program slated to start January 1990 at 00-ALC will provide
valuable insight into whether realignment of inventory management
responsibilities under DS will improve supply support to Depot Maintenance
activities. Finally, automation of inventory processes is already a reality at
the ALCs. Many automated and mechanized material storage and
distribution systems are already in place at 00-ALC, and the other ALCs as
well. One primary area of ccncern for the future is the successful
implementation of the SC&D and DCR systems. These data systems will
result in the automated means to track asset deliveries from order initiation
until receipt. The use of bar code technology will automate a systew. that is

currently unable to fully track all material in the delivery process.
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Analysis and evaluation of the in-transit delivery time data collected
for this study was presented in Chapter IV. First, empirical means and
standard deviations of delivery lead times were presented. There was only
one case where the 1.5 day delivery standard was achieved (based on the
G40z A-maintained clock hour/calendar day data). In general, MIC MCC
displayed the highest overall mean and standard deviation measures of lead
time, meaning that it ran the greatest risk of inadequate MIC stockage, and
therefore potential work stoppages. The beta distribution provided an
adequate fit to MCC lead time data. MICs MDD and MFF, on the other hand,
could not be characterized adequately by any of the 10 theoretical
distributions investigated. As noted in Chapter 1I, lead time data is
sometimes so variable that it may not fit familiar theoretical probability
distributions, or it may shift around in no discernable pattern. Given the
lack of adequate statistical fit, lognormal distributions (which came closest to
fitting the data), were used to characterize lead time for MICs MDD and MFF
in simulation experiments.

Next, the difference between in-transit lead time data maintained on
the G402A, and lead times derived from off-line issue documents was
investigated. The time of receipt by MIC personnel was seldom annotated on
the 171 documents included in the sample analyzed, similar to the
experience noted in the HQ AFLC's delivery lead time study. The difference
between the document clearance times and dates, and the G402A times and
dates provides an estimate of the time required to clear the transaction from
the G402A system after physically receiving the material. The
nonparametric Wilcoxon Signed-Rank test supported the hypothesis that the

average difference of 0.744 days between the two measures of lead time
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was significantly significant. This va.ue was used to correct O&ST values
based on G402A parameters generated in subsequent simulation
experiments. Also, if 0.744 days was subtracted from the empirical meaa
lead times, 13 of the 36 samples (or approximately 36%) would satisfy the
1.5 day delivery standard, with the remaining 64% of the samples still
exceeding the standard.

A more reliable measurement of the time lag between the receipt of
the asset by the MIC and the actual addition to stock (that is, processing the
clearance transaction through the G402A) is suggested for follow-on
research. Under the SC&D and DCR systems, perhaps a reliable, automated
and usable database will be available. The in-transit delivery time should
be recorded so that the duration of the major segments of the order cycle
time are known, allowing the true problem areas to be detected. Automated
systems such as SC&D and DCR, using state-of-the-art bar code and data
processing technology are a necessity for more effective control and
continuous improvement of the delivery process.

Simulation of the impact that in-transit delivery time has on
inventory performance measures was then presented in Chapter IV. These
simutations were conducted based on varying levels of Units per Request (4),
Days between Requests (B), and 0&ST mean, standard deviation and
hypothesized probability distributions. In genecal, it was found that more
frequently demanded items achieved the highest LIFR and UFR values. As
the frequency of demand decreased, LIFR and UFR performance degraded as
well, and the average on-hand inventory also decreased.

Backorder-days and backordered units were significantly higher for

mid-range frequency of demand items, especially for MICs MDD and MFF.
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McBride found that these two MICs experienced significantly higher units
per request. The 15/7 inventory policy combined with the empirical O&ST
parameters were less capable of providing adequate support for those MICs.
The 15/7 day inventory policy and the empirical 0&ST parameters were the
prime contributors to degraded inventory performance measures, especially
for the medium and low frequency of demand items which had relatively
high units demanded per request.

The applicability of quality control concepts and tools was explored
next. Opportunities for reduction of mean and standard deviation measures
of in-transit delivery time were presented using control charts. The control
charts indicated where assignable causes of variation might have occurred.
The data displayed a large amount of variation in the delivery process,
presumedly due to assignable causes that, under the scrutiny of a PAT, could
conceivably be applied to improving the overall process capability. In spite
of the significant variation and instability in the delivery process indicated
by the control charts, the quality control principles discussed seem
applicable to regain "control” over the process. Furthermore, the principles
of QP4, variance reduction, and the formation of a PAT seem a viable means
to improve the process so that the desired 1.5 day in-transit delivery times
are obtained.

The biggest hurdle preventing effective confrontation and resolution
of excessive delivery times is the lack of prompt, reliable data measuring the
process in sufficient detail to be useful. The data collected for this study was
available only after a significant amount of manual effort, and measured
observed lead time data that was weeks or months-old when earnest

analysis was finally accomplished. Control and improvement of a process
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cannot occur if the necessary data is days, weeks, or even months old.
Additionally, the data were not originally aggregated or stratified at the
level of detail necessary to detect the “logjams and bottlenecks” in the
delivery process.

Again, the focused study of a PAT could yield precise definitions of the
data required to study and analyze the process. The data requirements
could then be included and made available through upcoming automated
data systems such as the SC&D and DCR process. Additionally, a PAT formed
at 00-ALC could be the key to the successful test of thec PACER INTEGRATE
program. [n short, the formation of a PAT to study the delivery process may
be the only way to provide systematic improvement of the process, and
mazximize delivery process capability and performance.

Finally, the impact of proposed reductions of mean and standard
deviation measures of in-transit delivery time was examined. Proposed
reductions of 10, 20 and 50% in lead time mean and standard deviation
measures were evaluated in simulation experiments for MIC MCC using 12
days between requests and 2 units per request as input parameters.
Reducing the mean and standard deviation values of lead time causes drastic
changes to occur in the shape and appearance of the beta probability density
function curve. Reductions in mean lead time values resuited in steady
increases in LIFR performance, indicating that the 15/7 inventory policy can
provide improved support if mean delivery time is reduced. However,
decreasing the standard deviation of lead time caused small, but
unpredictable increases and decreases in LIFR. This was attributed to the
drastic change in the shape and appearance of the beta probability density

function for extreme reductions in the standard deviation of lead times.
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Because of this, analysis of the beta-distributed lead times simulated in this
study suggest that the focus of any future studies should be on reducing the
mean in-transit delivery time for MIC MCC. One caution, however, is
appropriate: Changes to delivery systems supporting MIC MCC may also
change the underlying delivery time distribution. Thus, a cycle of change

and analysis must be continuously performed.

Research Conclusions

The in-transit delivery time data collected and analyzed for this study
have shown that the existing delivery standards for MIC replenishment
issues are not being met. Additionally, simulation results imply that the 95%
LIFR objective is achieved only for a limited number of items characterized
by a high frequency of demand (low number of days between requests).

The in-transit delivery time mean, varjance, and probability distribution,
coupled with the 15/7 day inventory policy for replenishment of stock in the
MICs were found to be strong factors influencing inventory performance
measures. In general, reducing the mean of in-transit delivery time results
in improved material availability in the MICs for the éase of beta-distributed
lead times.

Additionally, the labor-intensive data collection and analysis effort
required to measure the delivery process with currently available data
systems was a substantial obstacle to timely, effective and proactive
measurement and control over the delivery process. Before improvement of
the process can be realized, automated data systems such as the SC&D and
DCR process systems must be implemented. Further, the necessary data

must be available to provide reliable and timely measurement of an asset’s
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progress through the order cycle, from the receipt of the order in DS, to the

actual addition into stock in the MA work areas.

Methodology Issues

the in-transit aeuvery uié vaiues presenied dhroughout this study
represent continuous clock hours and calendar days. Holidays, weekends
and other production down times (some MICs operate 24 hours a day, while
others operate only one or two shifts per day) were not distinguishable in
the G402A database. That is, the time between notification of delivery and
the actual receipt and clearance of the transaction is measured on a
continuous clock hour versus working hour, and calendar day versus
working day basis.

Additionally, in order to determine if a significant difference existed
in hard copy, documented versus computerized G402 A lead times, some
assumptions were necessary due to the nonavailability of signature times
and dates on the off-line issue documents. Those documents that had the
same clearance date as the G402A-date were considered “on-time.” That is,
the difference between the two transactio;ls was zero, indicating no
statistically significant difference between the two transactions. Documents
that had clearance dates (but no signature times) before the G402 A date for
the same transaction were considered cleared at 1600 hours of that day.
The off-line delivery time value was computed from this time and date. The
delivery time difference between the off-line value and the value computed
from the G402A data signifies the time lag involved after receipt until actual
clearance in the G402 A data system. This method provided a general

estimate for input into the simulation experiments. A more reliable means
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of collecting this data, such as with an automated system using bar code
technology would allow for better aggregation of lead time data into the
order cycle time/lead time segments defined by Tersine, and Stock and
Lambert in Chapter II.

Since McBride's simulation model was used for a large portion of this

study, similar assumptions noted in his study apply to this effort as well:

The MIC simulations made an assumption that D033 always had
enough stock on hand to fill a MIC replenishment request. This
method of simulating MIC replenishments may overstate the
ability of D033. The result is that the simulated fill rates [and
other performance measures as well] may be more
appropriately considered upper limits. It is also noted that the
results of the simulations suppose perfect knowledge of the
demand distributions and [in-transit] times. Although actual
responses would not be expected to occur exactly according to
some theoretical distribution, the results provide a sound basis
for relative comparison. (22:73)

Related to this cautionary note is a reminder that simulation
experiments presented for MICs MDD and MFF used lognormal distributions
in spite of a fack of statistically significant evidence of "goodness-of-fit.” The
results of these experiments should be co.nsidered with this in mind.
Additionally, the proposed reductions in mean and standard deviations of
lead time for MIC MCC experiments were based on the assumption that the
minimum and maximum values would remain constant. The effects that
reduced mean and variance values have on corresponding minimum and
maximum values generated from a beta distribution is recommended as a

follow-on research effort.
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Suggestions for Follow-on Research

Additional research is required 10 determine egactlv what types of
descriptive data should be incorporated into the SC&D/DCR database to altow
earnest analysis of the delivery process. The procedure used in this study is
tcC laber intensive and not time-censitive snough to arovide adenquate data
on a reliable, usable and timely basis. For any effective analysis of the
delivery process at 00-ALC and the other ALCs to be fruitful, a more
effective means must be made available to provide the necessary data and
analysis capability. A survey or series of interviews with workers, managers
and analysts at the ALCs and HQ AFLC into what data would be useful to
maintain on the SC&D and DCR systems is suggested. A thorough review of
the hardware and software system design and planning documents would
yield information on what is programmed for inclusion into the systems
upon implementation. Recommendations based on findings from surveys
and interviews with concerned workers, managers and supervisors could
help designers and end users prevent shortfalls in the SC&D/DCR system
architecture.

With the I0C of SC&D pianned for December 1989, and the testing of
the PACER INTEGRATE planned to start in January 1990, a case study into
the implementation of these two projects is a worthy opportunity for related
follow-up research. Objective evaluation of these two initiatives would serve
to ease the burdens of implementation efforts at the other ALCs.
Additionally, more focused study into the application of the QP4, PAT and
continuous process improvement concepts to address shortfalls in the

current process capability would be invaluable.
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In spite of the difficulty and large amount of manual intervention
required to collect and analyze the necessary data, analysis to include the
other ALCs would be fruitful. The time frame for analysis might be
expanded to more than the six months of sample data analyzed in this effort.
FOLUW -up Study o the 1@ ATLC delivery 1ead tiuic study scheduled for
completion in September 1989 may perhaps result in an adequate database
for additional stud,. Evaluation of the delivery process capability for all
delivery priorities and other base customers might be possible with data
compiled and analyzed in the HQ AFLC study. Finallv. analvsis into the order
and ship times experienced for the delivery of assets from off-bass sources

of supply is another area for research opportunity.

Recommendations -
This study has shown that mean and variance measures of in-transit
delivery time has a significant impact on simulated inventory performance
measures. By reducing the mean and variance of delivery lead times,
improved material availability in the MIC forward stockage points is likely
to result. However, several areas require additional attention before the
delivery process can be improved by reducing lead time mean and variance
measures. First, the lack of reliable and usable lead time data is a large
obstacle. A review of the necessary data elements required in upcoming
data systems such as the SC&D and DCR process is essential to ensure these
automated systems can provide access to needed in-transit delivery time
data. A PAT composed of key workers, technicians and managers from all

work areas involved with the delivery process should be assembled to study

133




and continuously improve the process, with a review of the required data
and measurement systems being the first step.

Second, after completion of the AFLC delivery time study (scheduled
for September 1989), a review of the existing delivery standards is
necessary. Since this study will be the first effort to assess delivery lead
time capability, it may be found that the existing standards are too stringent
to be met by the current process capability. Thus, either on-base delivery
capabilities must be improved or alternative inventory policies
implemented.

Third, after test and evaluation of the PACER INTEGRATE program at
00-ALC, it may be found that the forward stockage points operated by DS
personnel provide adequate material support to the MA work areas as
envisioned by the current program goals and objectives. Under the PACER
INTEGRATE opeiatinnal concept where DS is required to provide
decentralized material support to MA work areas, emphasis will probably
shift from evaluating DS delivery performance to more direct measures of
inventory support, such as LIFR, UFR, or other key indicators of matei.al
support. Nonetheless, timely material delivery between DS and MA will still

play an important role in supporting Depot Maintenance activities.




Appendix A: Sample of Local [ssue Docyment

2 ¥ MYy cpcs wrLs Mo

Q3LNT A

D._, m:x_m SeT2i2E9VAVLEU

: I

K11/31vG

el

L AL TS

A8 O3NNIE 3WTL/3690

Ad MIATIIR FWIL/3190 SNLD @ A8 QINM4

venas T TEET000000 Ce/O9CT TvEed T
L[ ISKT [0 3Lvii-5D- $1°5897100 N4 ENT 3100 AZY
A 030373 SUNN ATDIS 43UX AN/ 43X 3184 WI0L  ISSI  AYMITN SSI04d UM

UN HY & 9H CEROSEERACAIA Y Ty AT T T W v 9
L18D D3 dvD 300D AW 951 K3IQ 03 (WILT ASIVI4 TWNIQI4DY ONOD I35 BN 3N1T/NOTLYI07T 3SI0HINYN 150 12N 1M ONGD &0
IH OGNS -3y MW ANI yi¥d 3011153 A0016M)
D % XXX T 3 T T T I TERUAV. N TE0000 Ul A0V S9REb0009SE WITWUZA
B IN4 2M03 AW w4 300D 3300 1oW04 01 SIS X4NS NIRN INFIOT ALLINGND 3NSST YW X015 1oar al
415 MY dSN] o rodd  HA01SN) 11N 1100y 200

IS TR A T TN

$13A 1303

B ek S I e U D f R =i Y =~ ot ] o R |

2720 & 3499 8520

[T
A




Q3LSNVYHX3 TIANN O3S 33 AV NOILIJ3 SNOIAIHY

VY1¥0 TYNOLLIOQY

$310-70L0 ON SN0 ‘A4AQdddY WHOL
ININND0AQ 1dIIDTY/ISYI1IY 11SSTLE AON VI-8YEL WEO3 Aa

wlt
03A1393Y 34va €2 A8 gINI30IY 22 3
B Sgs
F
P13
38N V104 12 LHDIAM TV1O0L 02 INOD ON 81 [INOD AL B -7 <
oy
FUNLYIONINON WiLI 2t — -
¥
e FYNLYIONINON NOILYDIHISSY IO LHDIIHS 91 . mm
) 5%
° 1S 91 240 vt | 38n0 11NN €1 1HOIIM LINN 21 4N 11| 0.034 ALD 01 mw
m S
Q. Sd 8 ODUY) 3dAL @ 31V LHd L 24nIN 91 31v0 200 §
Q.
< YOI MUY ¥
4
$49] s¥v1100 Q 3 aq NOIL| Q Y Iy N
1inla Aliaol -ne | N |} seawoay |3 si| s P
80}/ Qv 33 ¥ |a23r| WL N [1] AMYANIN nL SN v {WOu4 (O [e
81D 8¥YI10Q A0IWd LINN wiOlo| I ¥ |CO Wl d [-Ous}| ~$10 4 (8] *IddNS ALILNYNO| I N w ooy [} [s
ofefe h_oz. c[z[1]o]e .T .ﬁ -_n_u .W ozk ofs[r n_n ' Jo_._;re_n .WT_A.“ An . oTT Lm .
QL 4HB € QU4 gIKg ¢ 391ag vaos + (8 L8] L |2 2] i 2] [ e]v|o]0)0]o]e[s]s|el0]s 5|5 5 s|s|s|s|s|s|v|vIv]v|v} \2[2]|2[2]2j2ie




Appendix C: Sample of DS-MIC In-Transit Data (Reprinted from 22:87)
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5905000588616
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172347
03805412
073805
171711
122712
130507
190907
142357
192651
124710
225859
101723
131806
142410
2143355
105718
130444
073340
104033
124437
090815
081255
073530
073442
073356
073715
073747
073615
073600
073514
073732
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073212
232439
100733
073411




Appendix D: TANDEM ENFORM [nterrogation Routige to Extract [n-Transit

~ . r

8

Data from ADS G402A (Reprinted from 22:88)

?DICTIONARY SDATA.QRADDL

?ASSIGN QRMICOTH, SDATALS.QRADBA.QRMICOTH, SHARED

?OUT \LAB.SS.#WANE

MADTA ACNME ~Amy,
o L Yradevan,

LIST
DOC-1D OF
MIC OF
TYP-TRANS-CD OF
STKNBR OF
UNIT-OF-ISS OF
QTY OF
2y DOC -NBR OF
DEMAND-SFX OF
INT-BIN-LOC oF
PRI-CD OF
JON-SFX OF
ADY-CD OF
ACT-SFX OF
TYP-TRAN-HIST-CD OF
FROC-DATE-2 OF
PROC-TIME-2 OF

WHERE (MIC OF QRMICOTH = "MFF") AND

QRM1COTH
QRM1COTH
QRM1COTH
QRM1COTH
QRN1COTH
QRM1COTH
QRHICOTH
QRH1COTH
ORH1COTH
ORN1COTH
QRM1COTH
QRM1COTH
QRM1COTH
ORM1COTH
QRM1COTH
QRM1COTH

AND (PROC-DATE-2 = "88153" THRU "88182");

CLOSE QRMICOTH;

HEADING
HEADING
HEADING
HEADING
HEADING
HEADING
HEADING
HEADING
HEADING
HEADING
HEADING
HEADING
HEADING
HEADING
HEADING
HEADING

"DOC/ID",
"MICY,
“T/T",
“NSN',
"uIn,
"QTY",
"DOC NR",
“D/s",
"IBL",
“PRI",
"JON, SFX",
"ADV/CD",
"AC/SF",
“T/R",
“"PDATE",
"PTIME",

(DOC-1D OF QRMICOTH = "INT")
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Appendix F. Sample Sizes for Empirical in-Transit Delivery Time Data

Month

December _ January February  March April May

MIC

Identifier
MCC 250 251 242 246 225 210
MDD 251 250 245 232 246 247
MFF 250 248 242 248 248 242
MBB 240 250 242 240 246 242
MHH 33+ 47 * 42 104 * 87 * 73"
MLL 182 190 * 229 193 * 212 234

(Note: Samples marked with an asterisk denote that they were 100 percent
census samples of all MIC replenishment transactions for a given MIC during
a given month).
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Appendix G Kolmogorov-Smirnov Goodness-of-Fit Test Results

MIC Identifier

McC MDD MFE
Required KS 0.0444 0.0435 0.0434
Test Statistic
Theoretical
Distribution
Lognormal 0.0850 0.1060 0.1350
Exponential 0.2644 0.2780 0.2890
Erlang 0.0990 0.2040 0.2390 .
Gamma 0.0730 0.1500 0.1480
Weibull 0.0690 0.1570 0.1610
Beta 0.0370 0.1530 0.1720
Beta-PERT 0.2101 0.2710 0.2270
Uniform 0.1956 0.2876 0.2876
Triangular 0.1268 0.1762 0.1818
Normal 0.1020 0.2139 0.2307
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Appendix H: MIC MDD and MFF Secondary Kolmogorov-Smirnov Test Results

Table 11. MIC MDD Secondary Kolmogorov-Smirnov Test Results

Test Number Test parameters Computed KS Test Statistic

1 p =1.800 0.1108
c =1.307

2 p =1800 0.1410
o =1.200

3 p =1800 0.1179
¢ =1.400

4 K =1.600 0.1896
g = 1307

5 p=1.600 0.1609
c =1.200

6 g =1.600 0.2126
o = 1.400
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Table 12. MIC MFF Secondary Kolmogorov-Smirnov Test Results

Test Number Test parameters Computed KS Test Statistic

1 L =1.5000 0.1602
c =1.0880

2 k =1.5000 0.2181
o =0.8834

3 p = 1.5000 0.1365
¢ =1.2000

4 i =1.2000 0.2690
o =1.0880

5 g =1.2000 0.2048
c =0.8834

6 p =1.2000 0.2974
o =1.2000
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Appendix . Frequency Distribution Table for Observed Difference Data

Bar: From: (2) To: (<) Count: Percent:
1 0.0 0.5 119 69.591
2 0.5 1.0 22 12.865
3 1.0 1.5 6 3.509
4 1.5 2.0 4 2.339
5 2.0 2.5 0 0.000
6 2.5 30 6 3.509
7 3.0 35 1 0.585
8 3.5 4.0 4 2.399
9 4.0 45 0 0.000

10 45 5.0 4 2.399
11 5.0 5.5 { 0.585
12 55 60 0 0.000
13 6.0 6.5 0 0.000
14 6.5 7.0 2 1.170
1S 7.0 7.5 0 0.000
16 7.5 8.0 0 0.000
17 8.0 8.5 0 0.000
18 85 9.0 0 0.000
19 9.0 9.5 0 0.000
20 9.5 10.0 0 0.000
21 10.0 10.5 0 0.000
22 10.5 11.0 0 0.000
23 11.0 1S 0 0.000
24 115 12.0 0 0.000
25 12.0 12.5 0 0.000
26 12.5 13.0 2 1.170
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Appendix J. Sample Data Points for MIC MCC Contro] Charts
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Appendix K: Methodology Used to Derive Beta Distribution Parameters

The following equations are used in the SLAM Il simulation language
to obtain a random number in the range 0 to 1 that is drawn from a beta

distribution:

poo=( |LB - MIN) / (MAX-MIN) (14)
0? = Oﬁz/(MAX-MIN)Z (15)
where
bg = original mean value from the sample data
OB 2 = original variance from the sample data
MIN = Specified minimum value included in the distribution

MAX = Specified mai.mum value included in the distribution (28:
110,715; 30) '

With this transformation of the sample mean and variance, the arguments

used by SLAM to generate a beta-distributed random number between 0

and | are:

THETA =(p%/0%)(1-p)-p (16)
PHI = THETA((1-p)/(R)) - (17)
where

THETA = Alpha parameter for beta distribution

PHI = Beta parameter for beta distribution
1 = Transformed mean value computed in Eq (14)
o2 = Transformed variance value computed in Eq (15)

(28:110,715; 30)
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Finally, in order to obtain a beta-distributed random number t
represent the O&ST that is within the range of the MIN and MAX points
defined above, the following equation was used in the simulation programs:

0&ST = (BETA ( THETA, PHI) ) { MAX - MIN ) + MIN (18)

where

(BETA ( THETA. PHI ) ) = SLAM Il function to generate a Beta-
distributed random number with the
specified THETA and PHI parameters

THETA = @ parameter for beta distribution
PHI

B parameter for beta distribution

MIN = Specified minimum value included in the
distribution
MAX = Specified maximum value included in the

distribution (28:110, 715; 30)
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The following figures are included in this Appendix:

Figure 16.
Figure 17.
Figure 18.
Figure 19.

Figure 20.

Figure 21.
Figure 22.
Figure 23.

Figure 24.
. Figure 25.
. Figure 26.

Figure 27.

Figure 28.

Figure 29,

Figure 30.

. Figure 31.

Appendix L: Beta Distribution Curves with Various p and o Parameters

Beta PDF with Hypothesized g and o

Beta PDF with 0% Reduced y, 10% Reduced ¢
Beta PDF with 0% Reduced p. 20% Reduced o
Beta PDF with 0% Reduced g, 50% Reduced o
Beta PUF with 10% Reduced g, 0% Reduced o
peta PDF with 1G% Reauced p, [0% Reduced o
Beta PDF with 10% Reduced . 20% Reduced o
Beta PDF with 10% Reduced p, 50% Reduced o
Beta PDF with 20% Reduced p, 0% Reduced o
Beta PDF with 20% Reduced y, 10% Reduced o
Beta PDF with 20% Reduced g, 20% Reduced ¢
Beta PDF with 20% Reduced i, 50% Reduced ¢
Beta PDF with 50% Reduced ., 0% Reduced o
Beta PDF with 50% Reduced g, 10% Reduced ¢
Beta PDF with 50% Reduced p, 20% Reduced o
Beta PDF with 50% Reduced p, 50% Reduced o
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Maintenance Inventory Centers (MICs) are forward stockage points for
Depot Maintenance (MA) activities. AFLC has directed that the amount of
material stocked in MICs be reduced. The in-transit delivery time for
replenishment issues io MICs from Depot Supply has significant impact on
material support concurrent with minimizing inventory levels. This study
examined MIC stock replenishment in-transit time. In-transit times
experienced during a six-month period in six MICs at Hill AFB, Utah (Ogden
ALC) were analyzed to establish performance parameters for simulation
analyses. Also, quality control tools to reduce the in-transit time zad
associated variability were also investigated.

Empirical in-transit time performance statistics implied the AFLC 1.5
working day delivery time standard for MIC replenishment issues was not
being achieved for all MICs. Fitting empirical data to theoretical probability
distributions for use in subsequent stmulation experiments supported
previous research that lead time data is occasionally so variable that it may
not fit familiar theoretical probability distributions.

Simulation experiments indicated that the 95% line item fill rate
obhjective outlined in certain MA data automation reports is achievable only
for items characterized by high frequency of demand The mean, variance,
and probability distribution of in-transit delivery time, coupled with the
current 15/7 day (stock level/reorder point) inventory policy were the main
factors influencing inventory performance. Reducing the mean in-transit
time improved material availability in a MIC characterized by beta-
distributed in-transit delivery times.

The labor-intensive data collecticr; requi-ed to measure the delivery
process with currently available data sources .s an obstacle to timely,
reliable, and proactive <outrol over the delivery process. Planned automated
data systems such as the Stock Control and Distribution System must
incorporate reliable and timely measurement of a MIC replenishment order's
progress through the order cycle.
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